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What are Event Driven Cameras?
• Instead of using a frame clock to capture 
whole images, only detect changing pixels 
and update them using asynchronous events.

• Temporal contrast sensors sensitive to relative 
illuminance change.

• Gradient-based sensors sensitive to static edges.

• Edge-orientation sensitive devices.

• Optical-flow sensors.

• Why?
• High temporal resolution (~us).

• Monitoring brightness changes is faster than measuring exposure.

• High dynamic range (140dB vs 60dB).
• Photoreceptors operate on log scale, each pixel is independent (no 

global shutter)

• Low power consumption.
• No redundant data transmission/processing.

• High pixel bandwidth (~kHz).
• No need to wait for global exposure latency, each pixel change can be 

transmitted immediately.
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Commercial/Prototype Cameras
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• Trends:

• Higher spatial resolution.

• Higher readout speed.

• Gray level output.

• Intertial measurement unit.

• Multi-camera time-stamps.

• Recent Trends:

• Smaller pixel size.

“Event camera pixel size has shrunk pretty closely following feature size scaling, which is remarkable considering that a 
DVS pixel is a mixed-signal circuit, which generally do not scale following technology. However, achieving even smaller 
pixels is difficult and may require abandoning the strictly asynchronous circuit design philosophy that the cameras started 

with. Camera cost is constrained by die size (since silicon costs about $5-$10=cm2 in mass production), and optics 
(designing new mass production miniaturized optics to fit a different sensor format can cost tens of millions of dollars).”



Challenges
• Fundamentally different output format than conventional cameras.

• Asynchronous.

• Sparse.

• Requires new algorithms to deal with that.

• Different photometric sensing.

• Binary information (increase/decrease) instead of grayscale values.

• Noise and dynamic effects.

• Photon + transistor circuit noise is a problem for all cameras.

• For event driven ones, quantizing temporal contrast is complex and not fully characterized.



Event Processing
• Representation 

• Individual events

• Probabilistic filters, spiking neural networks.

• Require retaining past knowledge.

• Event packet 

• Event frame/2D histogram/edge maps

• Familiar representation.

• Looses sparsity and timestamp information.

• Also: time surface, voxel grid, 3D point set, 
motion compensated images, reconstructed 
images



Event Processing
• Event-by-event

• Filters

• Deterministic filters (e.g. convolutions) for noise reduction, feature extraction, image reconstruction, brightness filtering.

• Probabilistic filters (Bayesian methods) for tracking.

• Require additional information (past events or grayscale map).

• ANNs

• Unsupervised learning is used to design feature extractors.

• If there’s enough labeled data, supervised learning can be used.

• Training is generally done on packets of events.

• Trained network can be converted to a SNN.

• Used for object/action classification.

• Groups of events

• Mainly pre-processing for classical computer vision tools.



How to Track Objects Based on Events?
• Gaussian blob trackers

• Defined by mean (x,y) and covariance 
matrix.

• Detected events are assigned to a 
tracker based on highest probability: 

• Tracker is then updated:
D. Reverter Valeiras, X. Lagorce, X. Clady, C. Bartolozzi, S. Ieng
and R. Benosman, "An Asynchronous Neuromorphic Event-
Driven Visual Part-Based Shape Tracking,"



Grouping Trackers Together
• More complex objects can be tracked by 
modeling a system of trackers connected by  
springs.

• Displacement, energy etc can be calculated 
from the Hooke’s law and Newton’s second 
law.

• This system can deal with occlusions and 
distortions.
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Convolutional Trackers - CAVIAR
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CAVIAR ctd.
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Convolutional Trackers ctd.
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Other Tracking Methods
• Iterative Closest Point (ICP)

• Gradient Descent 

• Mean-shift

• Monte-Carlo methods

• Particle filtering


