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Abstract—Emerging non-volatile magnetic memories such as
the spin-torque-transfer random access memories (STT-RAMs)
provide superior density and energy benefits compared to con-
ventional DRAM or Flash based memories. However, these
technologies often suffer from reliability issues and thus strong
conventional reliability schemes are required. These schemes have
large overhead of storage which in turn can potentially eclipse the
density and energy benefits these technologies promise. Moreover,
the read and write operations in STT-RAMs show asymmetric
behaviour i.e., bit-flip probability of 1—0 is significantly higher
than 0—1. However, conventional ECC schemes treat both 0 and
1 flips similarly and thus results in unbalanced reliability of these
two types of errors. In this work, we propose a new ECC protec-
tion scheme for STT-RAM based main memories, compression
with multi-ECC (CME). First we try to compress every cache
line to reduce the size of the cache line and then based on the
amount of compression possible, we use the saved additional bits
to increase the protection using stronger ECC codes if possible.
Compression itself reduces the hamming weight of the cache lines,
thus reducing the probability of 1—0 bit-flips. Opportunistically
using stronger ECC codes further helps tolerate multiple bit-flips
in a cache line. Our results show that for STT-RAM based main
memories, CME can reduce the block failure probability by up
to 81.6% (average 50.7%) and 78.4% (average 51.2%) over using
a (72,64)SECDED for each cache line word, when maximum of 4
reads and 2 reads respectively are allowed to a cache line before
a write-back/restore operation is done.

Index Terms—STT-RAM, Cache line Compression, Multi-ECC

I. INTRODUCTION

Emerging non-volatile memory (NVM) technologies are
being considered as potential replacements for DRAM and
Flash technologies, both of which are nearing their scaling
limits. Most of these new non-volatile technologies (Phase
Change Memory[PCM], STT-RAM, Resistive RAM[ReRAM],
etc.) promise better scaling, higher density and reduced cost-per-
bit [1]. However, they come with their own set of challenges.
The biggest problem that these emerging technologies face
is the high stochastic bit error rate. In fact, the reliability
challenges of NVMs can offset the density and energy advan-
tages that they offer. Increase in demand for memory capacity
requires aggressive scaling of area-per-bit of storage. At higher
density, these non-volatile emerging memory technologies tend
to be more susceptible to stochastic bit errors [2]. Due to the
random nature of the bit errors, these memory technologies
require stronger in-field error-correcting codes (ECC) [3].

The stochastic nature of failures in NVMs is similar to
the radiation induced soft errors in DRAM and SRAM and
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occur without any warning. In order to ensure integrity of the
data, error detection mechanism, followed by correction of the
error(s) needs to be incorporated in a system. In conventional
systems, ECC schemes are deployed to recover from memory
errors which requires adding redundancy information alongside
the original data (or message). For DRAM based memory, the
most commonly used ECC schemes to recover from bit error or
faulty chip error are SECDED (Single-Error Correcting, Double-
Error Detecting) scheme [4] and Chipkill-Correct scheme [5].

In the emerging NVM technologies, the stochastic bit error
rate, however, is much higher than the single-bit soft error
rate in DRAM. For example, in PCM, a two-bit cell may have
a 10%-times higher error rate than DRAM and require much
stronger ECC [3], [6]. As a result, the conventional ECC
schemes used in DRAM based memory need to be extended for
these new memory technologies to provide multi-bit protection
to maintain acceptable limits of yield and performance.
However, the cost and complexity of stronger error detection
and correction circuitry increases exponentially. Also, stronger
ECC requires larger number of ECC bits. This has overhead
not just in terms of storage but also power and performance.

Out of the various magnetic NVMs that have been proposed,
Spin-Transfer Torque Random Access Memory (STT-RAM)
is one of the most promising non-volatile technologies and
has already been introduced in to commercial products [7],
[8]. However, it also suffers from a very high Bit Error Rate
(BER) [9], [10]. As the NVM technology scales to below
45nm, read disturbance error, retention error due to thermal
instability alongside write error rates are growing, leading to
unacceptably high bit error rates (BER). Several circuit level
and bit-cell design solutions have been proposed to lower the
error rates [11]. Also, a few recent efforts have been made to
either reduce the error rate or to provide stronger error resiliency
with the least possible overhead [3], [12], [13]. Most of these
solutions however result in very high power and area overhead.

In this paper, we propose CME (Compression with Multi-
ECC), a novel scheme to provide strong error correction in Mag-
netic RAM (MRAMs) based main memory subsystems. Though
the proposed technique would be useful for many different types
of MRAMs, for our evaluations, we consider the characteristics
(error-rates) of STT-RAM. We use a slightly modified version
of the compression scheme suggested in [14] to compress
each cache line. Once compressed, the available bits are oppor-
tunistically utilized to provide strong error protection. In case
the cache line can be compressed to a size of less than half, the



cache line is replicated, so that consecutive reads from the same
cache line can be done from different copies of the compressed
data. This helps reduce errors due to read disturbance errors,
which is a major source of error. Compression also allows em-
ploying stronger protection without incurring additional storage
overheads of redundancy required for stronger ECC schemes.

The rest of the paper is organized as follows. Section II
provides a brief background of STT-RAMs, their fault
models, previous work on STT-RAM reliability and cache line
compression. Section III then details our proposed scheme.
Section IV highlights our experimental methodology and
Section V includes the results and a brief discussion on the
overhead of our scheme. Section VI finally concludes our work.

II. BACKGROUND
A. STT-RAM Basics

In an STT-RAM cell, data is stored in a magnetic tunneling
junction (MTJ). As current is passed through a mono-domain
ferromagnet, the angular momentum of the electrons flips the
direction of magnetization in the ferromagnet. The basic struc-
ture of a STT-RAM cell is given in Figure 1. The MTJ consists
of a tunneling oxide (MgO) separating two ferromagnetic layers.
One layer (reference layer) has fixed magnetization and the
other is a free layer whose direction of magnetization flips
depending on the direction of current of sufficient density. The
relative alignment of the two layers results either in a high
resistance path (when opposite and usually represents 1) or a
low resistance path (when parallel and usually represents 0).

Errors in STT-RAM can be broadly classified under three
categories: read errors, write errors and retention errors due
to thermal instability.

1) Read Errors: The read operation in STT-RAM s is unidirec-
tional. As technology scales below 45nm, read current doesn’t
reduce beyond 20t A while the write current reduces to around
30uA [10]. Thus, read current is getting closer to the write cur-
rent such that the read operation now has the potential to alter
the stored value. Such an error is called read disturbance error.
The data that is read is correct but the stored value becomes
erroneous and subsequent reads from this location may contain
multiple bit-flips. Since the read current is unidirectional, the
unintentional bit flip during read is asymmetric and happens
only in one direction (1—0 when reading a ‘1°). Thus, reducing
the number of 1‘s (or Hamming distance) in a cache line will
help to reduce the read disturbance errors (RDEs) considerably.

2) Write Errors: In STT-RAM, a write failure happens if
the switching current is removed before the MTJ switching
completes. The time required for flipping the cell content
varies due to the stochastic switching characteristics of the
MT]J. However, this failure is also asymmetric. Since, 0—1
flipping requires larger switching current than 1—0 flipping
due to the lower spin-transfer efficiency, the chances of
write error happening are much higher during a 0—1 flip
than a 1—0 transition. As mentioned in [12], the bit error
rate of 0—1 flipping is Pgro—1 ~= 35 X 103 while that of
1—0 flipping is Prr1-0~=10"". They have also analyzed
and concluded that the reliability of a word in a cache line
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Fig. 2: Read and write mechanisms for STT-RAM is shown here

decreases exponentially with increase in Hamming Weight.
Thus, just like RDEs, Write Error Rate (WER) can also be
reduced by reducing the Hamming Weight of a cache line.
3) Retention Errors: In STT-RAM, the third major source of
error is retention error where the data stored in the STT-RAM
cell flips after a certain period of time. This false switching
of data during standby state is due to the inherent thermal
instability of STT-RAMs. The critical current or the write
current is proportional to the thermal stability of the cell. Higher
thermal stability requires a higher write current and/or a longer
write pulse. Thus there is a fundamental trade-off between
write-ability (write time and/or power) and retention time.

B. Previous Work On STT-RAM Reliability

To reduce errors due to read disturbance, restore operation
can be used which writes back the data every time there is
a read operation [10]. However, restore operations have a
huge overhead in terms of latency, energy and complexity.
One recent work [15] suggests the use of data compression
to enable replication of bits in the memory. If cache lines are
replicated, then a restore operation would be needed only after
all the copies have been read. This can potentially decrease
the number of restore operations required after every read to
deal with read error disturbances.

To deal with write errors, [12] suggests reducing the
Hamming weight of each cache line. If the number of 1’s
is reduced in each line, it would considerably reduce the
probability of having write errors since a 0— 1 flip requires
longer time and larger current and is thus, more prone to
write errors. To reduce the Hamming weight of the cache line,
[12] suggests using static/dynamic XOR between words of
each cache line exploiting the value locality of stored data.
However, few recent works [3], [16] suggest improvements
at the circuit level to improve BER of magnetic memories.
But most of these techniques either target mitigation from one
type of error (write or read error) or have very large overheads
in terms of circuit complexity, area or power.
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Fig. 3: Processor Memory system architecture with CME

C. Previous Work On Cache Compression

Cache line compression techniques are being widely
proposed to satisfy the rising demand for memory storage
capacity and memory bandwidth [17], [18], [19]. These
techniques exploit spatial and value locality of the data in
typical applications. Common usage of arrays and typical
data-structures results in regular data access patterns, while
value locality helps in representing an entire cache line using
small magnitude delta values. Moreover, often values used
in a program are low magnitude, however, these values get
represented inefficiently, for e.g., 4-byte integer type used to
represent values that usually need only 1-byte.

The Base-Delta-Immediate (BAI) compression scheme, as
proposed in [20], is frequently used. As the name suggests, the
main idea behind this compression scheme is to represent the
cache line in a compact form using a common base value plus
an array of relative differences (deltas), whose combined size
is much smaller than the original cache line. The base could
be a single value or there can be multiple bases. Another very
recent work on cache compression [14] claims to have better
compression ratio than BAI. The details of this compression
scheme (Bit-Plane-Compression) is provided in Section III
since we have used roughly the same scheme in our work.

III. OUR SCHEME - COMPRESSION WITH MULTI-ECC (CME)

In this section, we will discuss the details of Compression
with Multi-ECC scheme. Cache line compression is used
for two reasons. Firstly, it helps in reducing the Hamming
weight of each cache line. Secondly, it enables either data
replication (when the compressed cache line is less than half
its uncompressed size) or allows to use the available bits to
provide stronger error protection. The selection of the stronger
ECC scheme depends on the final size of the compressed
cache line such that the overall size of each cache line with
the redundant bits remains uniform across all cache lines.

A. Overall Architecture

As shown in Figure 3, every time a cache line is to be
stored in the memory, it is a two-step approach. It first
goes through the compression engine and then through the
Multi-ECC encoder. In case of a load operation, it first goes

through the ECC Decoder and then the de-compression engine.

As mentioned before in Section II-C, we used Bit-Plane
Compression (BPC) scheme proposed in [14] and is explained
in detail in the following subsection. In case of minimal or no
compression, BPC scheme might result in an increase in the
original cache line size. Hence, once compression is done, it
is checked if the size of the compressed cache line is less than

the original size of 512 bits. If not, then the raw unmodified
cache line is used and a (72,64)SECDED code is applied on
each 64-bit block. However, if compression reduces the size
of the cache line, then based on the final size of the cache line,
we opportunistically add stronger ECC/protection scheme.

B. Cache Line Compression Scheme

Bit Plane Compression (BPC) as described in [14] is a
two-step process. The first step is cache line manipulation and
transformation (Delta-BitPlane-XOR [DBX]) to improve com-
pressibility of data and thus reduce the compression hardware
complexity. DBX itself is a three step process as shown in Fig-
ure 4. The first step is similar to Base-Delta-Immediate where
the first 32-bit word of each cache line is kept intact and the sub-
sequent words go through pairwise delta operations. The result
of each delta operation is a 33-bit word (1 additional sign bit
for subtraction). Thus, the overall cache line size now increases
from 512 bits (32-bits x 16 words) to 527 bits (32-bit base-word
+ 33-bits x 15 delta-outputs). The following step is a series of
bit-plane (a set of bits corresponding to the same bit position
within each cache line word) rotation operations that the newly
formed 15 33-bit delta outputs go through. The base remains in-
tact and the 15 delta words now rotate and form 33 15-bit DBP
symbol. The final step in this data transformation is the XOR
operation between neighboring DBP symbols. The first DBP
symbol remains intact (acts as a second base) and the remaining
32 symbols transform into their respective DBX symbols.

The next step after data transformation is the compression
of the transformed data. BPC combines run-length encoding
(RLE) with a type of frequent pattern encoding (FPE) to
compress the transformed data. The work in [14] used
word-size of 64 bits in a 128-byte cache line, while for our
evaluations we use 32-bit words and 64-byte cache line. Hence,
our symbol encoding is slightly different from theirs and is
shown in table I. The base (first original) symbol is compressed
separately by original symbol encoder as {3b000}, {3b001,
4-bit data}, {3b010, 8-bit data}, or {3b011, 16-bit data} if
its value is O or fits into 4/8/16-bit signed integer, respectively.
Otherwise, the base symbol is encoded as {1‘bl, 32-bit data}.

TABLE I: Frequent Patterns for BPC and DBP/DBX symbol
encoding

DBP/DBX Pattern Length Code (binary)
0 (run-length 2~33) 7-bit {2’b01, (RunLength-2)[4:0]}
0 (run-length 1) 3-bit {30001}
All T's Shit 57500000}
DBX!=0 and DBP=0 5-bit {5°500001 }
Consecutive two 1’s 9-bit {5°b00010, StartingOnePosition[3:0]}
Single 1’s 9-bit {5°b00011, OnePosition[3:0]}
Uncompressed 16-bit {1’b1, UncompressedData[14:0] }

C. Multi-ECC on Compressed Cache Line

Compression helps to reduce the size of the cache line in most
cases. Once the reduction is done, the final size of the cache line
determines the ECC scheme to be used as shown in Table II.

The main idea is to be able to break up the cache line into
8 words and restrict the size of each word (original word +
ECC redundancy) in the cache line to 72 bits. This is to make
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TABLE II: ECC scheme to be used depending on the compressed

cache line size

32-bit Words/Blocks

Delta-BP (DBP)

Delta-BP-XOR (DBX)

DBP32 = {0,0,0 DBX32={0,0,0,......1}

) DBP31={0,0,0 DBX31={0,0,0,.......1}

Bit-Plane DBP30 ={0,0,0 XOR DBX30 ={0,0,0,........0}
Rotation Neighbors

DBP1= {1,0,1,........0}
DBPO= {L,0,1,.......04

33-bit Delta Symbol

15-bit DBP Symbol

Fig. 4: An overview of the Bit-Plane Transformation scheme
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sure that the STT-RAM based memory subsystem adheres
to the standard DDR protocol. Figure 5 shows an example
of a cache line of size 440 bits post compression. The best
possible ECC scheme for this cache line is DECTED (Double
Error Correction, Triple Error Detection). For DECTED, with
codeword length n=72, minimum number of redundancy bits
required is r=14. Therefore, every message or block needs
to have a maximum length of k=58. This means that cache
line, post compression, needs to be broken down into 8 words,
each of size 58 bits. In order to be able to do so on a 440-bit
cache line, it needs to be padded with 24 Os to increase its
total size to 464 bits. After that, the cache line is divided
into 8 equal sized words and each word is encoded using a
DECTED encoder to a final codeword of length 72-bits.

It can be noted from Table II that, no stronger than 3EC4ED
(3 error correcting, 4 error detecting) code has been used even
for cases where stronger protection would be possible (for eg.
4ECSED can be used in cases where the compressed cache
line size is less than 368 bits). This is because stronger ECC
not only adds greater hardware complexity and overheads,
the redundant bits added to each word in the cache line
often increases the Hamming weight of the overall word
considerably, thus increasing chances of read disturb/write
errors. As seen in Figure 6, with stronger ECC, the block

Fig. 6: Block error probability is shown for different Hamming
weight (HW) blocks and ECC schemes. The probability of 1—0
bit-flip is considered to be 107>

error probability decreases rapidly till 3EC4ED, beyond which
the benefit of stronger ECC saturates.

For cache lines that can be compressed to less than half
the original size, we use the scheme presented in [15] where
compressed cache line is replicated. The main benefit of
replication is that it helps to provide protection against read
disturbance errors. As mentioned in [15], the average number
of read operation between two write operations for single
and dual-core systems are 1.61 and 1.32 respectively. Clearly,
between any 2 write operation, most cache blocks see less than
2 read operations. Thus, when the data is replicated once, the
first copy is used during the first read operation and the second
copy is used during the second read. If the first read operation
causes an unwanted flip in the data, the error doesn’t impact
the second read operation as the replicated copy is used during
the next read. Since the average number of read operations
between any two writes is less than 2, replicating the data once
is mostly good enough to prevent RDEs. Reduction in RDEs
means restore operations are no longer needed after every
read, which saves both time and energy. If the compressed
size is less than 1/4"" of the original size, we propose a 4x
replication for even stronger protection against RDEs.

D. Additional Tag Bits

Every cache line now needs additional tag bits to denote if the
cache line is compressed and what protection scheme is used.

As shown in Table III, we use 8 additional bits of tag to
each cache line to denote the transformation operation that
was done for that particular cache line.

¢ Bit0: Denotes if the stored cache line has been compressed
or not. If compressed then the first bit of the tag is ‘17;
else ‘0.

o BitsI-3: When the cache line is compressed, these three
additional bits denote the ECC/replication scheme used



TABLE III: 8-bit Tag per Cache Line for CME

Tag Bits When Compression is possible Whleil:)eRiiswr]sSSChe
Bit-0 - ‘1 ‘0
BPC + (72,64)SECDED ‘000
BPC + (72,58)DECTED ‘001”
Bits1-3 BPC + (72,58)DECTED ‘001° 000
BPC + (72,52)3EC4ED ‘010
BPC + Replication 011’
(2copies) + (72,64)SECDED
BPC + Replication 1200°
(4copies) + (72,64)SECDED
. (8,4)SECDED . s
Bitsa-7 redundancy for the first 4 Tag bits 0000

for that cache line as given in Table III, else the field
is populated with ‘000’.

e Bits4-7: For a compressed cache line, these 4-bits are
used to provide a SECDED protection on the first 4-bits
of tag. In the case of uncompressed cache line, ‘0000’
is used, which also happens to be the redundancy for
SECDED encoding of an all-zero message.

Along with the tag bits, the memory controller keeps a track
of the number of read operations per cache line in order to
enable write-back or restore operations after a certain number
of reads. This can be implemented using a similar mechanism
proposed in [21] for selective DRAM refresh. Also for the
replicated cache lines, the memory controller tracks the copy
that was last read so that the next read is from the next copy.

IV. EVALUATION METHODOLOGY

To evaluate our protection scheme for STT-RAMs, we first
compiled a set of applications from the SPEC CPU2006
benchmark suite for 64-bit RISC-V (RV64G) instruction set
v2.0 [22]. The list of applications from the benchmark suite
have been listed in Table IV. These applications are a mix
of integer and floating point benchmarks.

TABLE 1IV: Details about Evaluation Methodology

400.perlbench, 450.soplex, 473.astar,
401.bzip2, 403.gcc, 462.libquantum,
453.povray, 444.namd, 470.1bm, 447.dealll
512-bits (64-Byte)

SPEC CPU2006 Benchmarks used

Cache Line size

Write Error Rate (0—1) [11] 1x1078

Retention Error Rate/hour 1x10-5
0—1) [11]

Read Disturb Rate [10] 1x1073

After compilation, the applications were run on Spike [23],
a RISC-V simulator to extract the memory traces for both
data and instructions. Next, each application was subjected to
CME. The average block failure probability (average failure
probability of each word in the cache line) was computed under
a certain write, retention and read disturb error rates (given in
Table IV) based on the final set of cache lines obtained after
applying the CME scheme to the obtained memory traces.

The probability of a cache block/word of Hamming Weight W
not failing under a certain write/read bit error rate Pgg protected
by a t-error correction ECC is given by the following equation:

S (W Wi i
Pblock:Z( ; )(1—PER) (Per) (1)

i=0
For overall block error rate, we calculated the probability of
failure using the knowledge obtained from the memory traces

about the number of reads between two consecutive write
instructions to a memory address. For examples, when there
are two read operations, the failure probability of any word in a
cache line replicated once or more is 0. When replication isn’t
possible and say, DECTED protection is used, the probability
of no fault is calculated by considering all the following cases:
(a) When two or less faults occur during the same operation
(either during write, any of the two reads or because of
retention error). (b) One fault occurs during one operation and
the other fault occurs during another operation. Based on our
memory trace statistics, we saw that most of the cachelines
are read once. However, there are still 2-5% of cachelines that
are read more than twice (some even more than 10 times).
In such cases, restore/write-back operation is needed after a
certain number of reads to avoid aggregation of bit flips due to
read disturb errors. As a result we analyze two cases: a) cache
line is written back after 2 reads when there are more than 2
consecutive reads, and b) cache line is written back after every
4 reads when there are more than 4 consecutive reads. For
the case of write-back after 2 reads, 4x replication is not used
as no cache line will be read consecutively more than twice.

V. RESULTS AND DISCUSSION

In this section we demonstrate that CME provides
considerable benefit in terms of block error reduction as
compared to a normal (72,64)SECDED.

A. Reduction in Hamming Weight

We evaluate the hamming weight reduction when using
BPC scheme and compare it against Dynamic-XOR scheme
proposed in [12] where the goal was to solely minimize the
weight of each cache line. From Figure 7 it can be seen that
for all applications both the schemes reduce Hamming Weight
of cache line as compared to the original weight. BPC reduces
Hamming Weight by upto 35% compared to the original weight.
For most applications, cache line after BPC compression ends
up with a lower Hamming Weight than Dynamic XOR. On
an average BPC has 6% lower weight than the Dynamic-XOR
scheme. Thus, BPC not only has the advantage of reducing
cache line size over Dynamic-XOR which, in turn, allows for
stronger ECC, it also reduces Hamming Weight of the entire
cache line, thus reducing chances of unwanted bit flips during
write and read operations in STT-RAMs.

B. Reduction in Block Error Probability

To evaluate the reduction in block errors, probability of
failure is computed per application for each word in all the
cache lines undergoing load operation as retrieved from the
memory traces for the following two cases:

o Scheme-1: Original cache line with only (72,64) SECDED
protection
o Scheme-2: Our proposed CME protection scheme

The results shown in Figure 8 are plotted for the scenarios
when there are maximum of two and four consecutive reads
from a particular cache line before the restore operation (where
the cache line is written back). It can be seen that just adding
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WER,

a (72,64) SECDED on the original cache line (Scheme 1)
has much worse block failure probability than CME. This is
because CME reduces Hamming Weight (reducing chances of
1—0 flip during read), reduces cache line size enabling stronger
protection and enables replication in certain cases (for replica-
tion, read error probability = 0 if number of reads < number of
copies). In fact, successful compression and therefore stronger
protection was possible for 75.8% blocks across the benchmarks
used. As a result CME provides up to 81.6% and 78.4% lower
block failure probability than Scheme 1 respectively when
maximum 4-reads and 2-reads are allowed before the next
write-back to the cache line is performed. On an average, CME
has about 50.7% and 51.2% lower block failure probability
than Scheme 1. This massive reduction in error rate is achieved
with only 8-bit Tag overhead as mentioned in previous section.

It is intuitive to understand that allowing smaller number
of reads between multiple writes reduces read disturb error
and retention errors and thus block failure probability reduces.
However, for applications like 401.bzip2 and 450.soplex,
CME scheme provides lower block failure probability with
4 consecutive reads allowed than Scheme 1 with SECDED
protection and maximum 2 consecutive reads allowed. This
clearly shows that the restore or write-back operation can be
well minimized when CME scheme is allowed.

Moreover, we argue that the opportunistic use of stronger
ECC code is largely responsible for the large reduction in

error probability. This is because, even for applications with
low Hamming weight reduction (perlbench, bzip2, gcc etc.),
decrease in the block error probability has been significant.

C. Overhead of Multi-ECC scheme

The CME scheme requires support for multiple ECC engines
(SECDED, DECTED and 3EC4ED). Having multiple ECC
encoders and decoders on a memory controller on chip can
be costly in terms of both area as well as power. However,
if asymmetric quantum BCH coding [24] is used, G and
H matrices for a smaller ECC (for e.g., SECDED) can be
composed out of sub-matrices of G and H matrices of a
stronger ECC scheme (for eg. DECTED), therefore the same
hardware can be reused. Since in our case, the total codeword
length is same for all the cases (n=72 bits), eliminating rows
from the bottom of the H-matrix of a stronger code (for e.g.,
3EC4ED) would generate the H-matrix of a weaker code (for
e.g., DECTED) with the same codeword length. However,
for encoding using G-matrix, the rows (=k) of the G-matrix
decrease as we move towards a stronger ECC code for a given
constant codeword length (=n). Therefore, SECDED would
require the largest encoding hardware while 3EC4ED would
require the largest hardware for parity checking (H-matrix).
Therefore, the only area overhead would come from the larger
H-matrix compared to SECDED. Synthesizing the parity check
engine using an industrial 45nm library results in about only
about 3800 um? of additional area overhead compared to a only
SECDED implementation as in Scheme 1. Moreover, since only
one word is decoded at a time, reuse isn’t expected to have any
performance degradation. The additional decoding energy and
latency overhead of CME during read operation is much lesser
than the overhead of having restore operations after every read
that would have been otherwise required to achieve the same
error rate with just a simple (72,64) SECDED ECC protection.

VI. CONCLUSION

In this work, we proposed a new ECC protection scheme for
STT-RAM based main memories, compression with multi-ECC
(CME). First we try to compress every cache line to reduce the
size of the cache line and then based on the amount of compres-
sion possible, we use the saved additional bits to increase the
protection using stronger ECC codes if possible. Compression
itself reduces the hamming weight of the cache lines, thus
reducing the probability of 1—0 bit-flips. Opportunistically
using stronger ECC codes further helps tolerate multiple bit-
flips in a cache line. Our results show that for STT-RAM based
main memories, CME can reduce the block failure probability
by up to 81.6% (average 50.7%) and 78.4% (average 51.2%)
over using a (72,64)SECDED for each cache line word, when
maximum of 4 reads and 2 reads respectively are allowed to
a cache line before a write-back/restore operation is done.
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