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Professor Puneet Gupta, Chair

The reliability of memory subsystems is worsening rapidly and needs to be considered as one of

the primary design objectives when designing today’s computer systems. From on-chip embedded

memories in Internet-of-Things (IoT) devices and on-chip caches to off-chip main memories, they

have become the limiting factor in the reliability of these computing systems. Today’s applications

demand large capacity of on-chip or off-chip memory or both. With aggressive technology scaling,

coupled with the increase in the total area devoted to memory in a chip, memories are becoming

particularly sensitive to manufacturing process variation, environmental operating conditions, and

aging-induced wearout. However, the challenge with memory reliability is that the resiliency

techniques need to be effective but with minimal overhead. Today’s typical error correcting schemes

do not take into consideration the data value that they are protecting and are purely based on

positional errors. This increases their overheads and makes them too expensive, especially for

on-chip memories. Also, the drive for denser off-chip main memories is worsening their reliability.

But strengthening today’s error correction techniques will result in non-negligible increase in

overheads. Hence, this dissertation proposes Lightweight Opportunistic Memory Resilience. We

exploit the following three aspects to make memories more reliable with low overheads: (1)

Underlying memory fault models, (2) Data value behavior of commonly used applications, and (3)

The architecture of the memory itself. We opportunistically exploit these three aspects to provide

stronger protection against memory errors. We design novel error detecting and correcting codes

and develop several other architectural fault tolerance techniques at minimal overheads compared to
ii



the conventional reliability techniques used in today’s memories.

In part 1 of this dissertation, we address the reliability concerns in lightweight on-chip caches or

embedded memories like scratchpads in IoT devices. These memories are becoming larger in size,

but needs to be low power. Using standard error correcting codes or traditional row/column sparing

to recover from faults are too expensive for them. Here, we leverage the fact that manufacturing

defects and aging-induced hard faults usually only affect only a few bits in a memory. These

bits, however, inhibit how low of a voltage these chips can be operated at. Traditional software

fails even when a small number of bits in a memory are faulty. For the first time, we provide

two solutions, FaultLink and SAME-Infer, which help deal with these weak faulty cells in the

memory by generating a custom-tailored fault-aware application binary image for each chip. Next,

we designed Software-Defined Error Localization Code (SDELC) and Parity++ as lightweight

runtime error recovery techniques that leverage the insight that data values have locality in them

and certain ranges of data values occur more frequently than others. Conventional ECC is too

expensive for these lightweight memories. SDELC uses novel ultra-lightweight error-localizing

codes to localize the error to a chunk in the data. It then heuristically recovers from the localized

error by exploiting side information about the application’s memory contents. Parity++ is a novel

unequal message protection scheme that preferentially provides stronger error protection to certain

“special messages”. This protection scheme provides Single Error Detection (SED) for all messages

and Single Error Correction (SEC) for a subset of special messages. Both these novel codes utilize

data value behavior to provide single error correction at 2.5x-4x lower overhead than a conventional

hamming single error correcting code.

In part 2 of this dissertation, we focus on off-chip main memory technologies. We primarily

leverage the details of the memory architecture itself and their dominant fault mechanisms to

effectively design reliability schemes. The need for larger main memory capacity in today’s

workstation or server environments is driving the use of non-volatile memories (NVM) or techniques

to enable high density DRAMs. Due to aggressive scaling, the single-bit error rate in DRAMs is

steadily increasing and DRAM manufacturers are adopting on-die error correction coding (ECC)

schemes, along with within memory controller ECC, to correct single-bit errors in the memory. In

COMET we have shown that today’s standard on-die ECCs can lead to silent data corruption if not
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designed correctly. We propose a collaborative on-die and in-controller error correction scheme that

prevents double-bit error induced silent data corruption and corrects 99.9997% of these double-bit

errors at absolutely no additional storage, latency, and area overheads. Not just DRAMs, reliability

is a major concern in most of the emerging NVM technologies. In Compression with Multi-ECC

(CME), we propose a new opportunistic compression-based ECC protection scheme for magnetic

memory-based main memories. CME compresses every memory line and uses the saved bits to add

stronger protection. In some of these NVMs, error rates increase as we try to improve read/write

latencies. In PCM-Duplicate, we propose an enhanced PCM architecture that reduces PCM read

latency by more than 3x and makes it comparable to that of DRAM. We then use ECC to tolerate

the additional errors that arise because of the proposed optimizations.

Overall, we have developed a complementary suite of novel methods for tolerating faults and

correcting errors in different levels of the memory hierarchy. We exploit the memory architecture

and fault mechanisms as well as the application data behavior to tune the proposed solutions to

the particular memory characteristics; lightweight solutions for low-cost embedded memories and

latency-critical on-chip caches while stronger protection for off-chip main memory subsystems.

With memory reliability being a major bottleneck in today’s systems, these novel solutions are

expected to alleviate this problem, help cope with the unique outcomes of hardware variability in

memory systems and provide improved reliability at minimal cost.
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CHAPTER 1

Introduction

Memories are one of the key bottlenecks in the performance, reliability, and energy ef�ciency of

most computing systems. As computing systems have scaled over the decades, the need for memory

systems where large amounts of data can be stored and retrieved ef�ciently has also risen rapidly.

To achieve this, memory and storage systems have been scaled for maximum information density.

Moore's Law has been the primary driver behind the phenomenal advances in computing capability

of the past several decades. However, with technology scaling having reached the nanoscale era,

integrated circuits, especially computing memories, are becoming increasingly sensitive to process

variations leading to reliability and yield concerns.

The biggest challenge with memory reliability is that the resiliency techniques are expected to

be effective while incurring minimal overheads. Today's standard error detection and correction

schemes do not take into consideration multiple factors, such as underlying actual fault models

and error mechanisms, application data value behavior as well memory architecture and protocols.

As a result, they are unable to provide maximum protection possible within the area, power, and

performance overhead budgets.Lightweight Opportunistic Memory Resilienceopportunistically

exploits these aspects to provide a complementary suite of novel methods that tackle memory

reliability at different levels of the memory hierarchy while incurring minimal cost.

To contextualize and motivate the research in this dissertation, a brief overview of memory

reliability challenges is provided in Section 1.1. The problems faced in the reliable operation of

on-chip memories are outlined in Section 1.2. Sections 1.3 and 1.4 discuss the challenges faced

in today's off-chip main memory technologies (DRAM as well as alternate emerging non-volatile

memory technologies).Lightweight Opportunistic Memory Resilienceprovides a complementary

suite of novel methods that tackle memory reliability at different levels of the memory hierarchy,

1



and is described in Section 1.5 summarizes all the research projects covered in this dissertation that

provide ef�cient resiliency solutions tailored to the memory type. The overall framework helps

to cope with the reliability and performance challenges that computing memory faces today and

tomorrow.

1.1 Memory Reliability is Becoming a Key Concern

Memories have become the limiting factor in the reliability of computing systems [10] because

they are primarily designed to maximize bit storage density. On one hand, with technology scaling,

the memory cell dimensions are reducing that is allowing memory manufacturers to pack in more

memory cells per unit area. This makes memories particularly sensitive to manufacturing process

variation, environmental operating conditions, and aging-induced wearout [11,12]. On the other

hand, system designers are trying to accommodate as many memory modules as possible to increase

the total memory capacity and improve overall system performance. This is increasing the total

memory array area and the likelihood of defects affecting the memory as well as the number of

memory module components in the overall system that can fail during operation. The combined

effect of these two phenomena is signi�cantly worsening memory subsystem reliability.

In warehouse-scale computers, hard faults in memories manifest as correctable/uncorrectable

errors. These errors have become expensive culprits that cause machine crashes, corrupted data,

security vulnerabilities, service disruption, and costly repairs and hardware servicing [10, 13].

Google has observed 70000 failures in time (FIT)/Mb in commodity on-chip DRAM memory, with

8% of modules affected per year [10], while Facebook has found that 2.5% of their servers have

experienced memory errors per month [14]. The Blue Waters supercomputer had 8.2% of the dual

in-line memory modules (DIMMs) (modules that contain multiple RAM chips) encounter an error

over the course of a 261-day study [15]. These trends are expected to continue rising.

The concern with memory reliability is not limited to high-performance systems. With

IoT/embedded devices increasingly becoming part of critical infrastructure and being deployed in

failure-intolerant modes (e.g., cars), the development of inexpensive fault tolerance schemes for

them has become important [16]. Also, with sensing and data-processing being one of the most
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important use cases for edge devices, these devices are seeing increasing use of large memories.

SRAM-based scratchpad memories are often the choice of memory architecture used in IoT devices.

As demand for higher memory density increases, memory cells are shrunk using advanced technol-

ogy nodes which, in turn, makes the memory cells more susceptible to both soft and hard faults.

The need for low-power and hence lower operating voltage exacerbates the error rates further.The

weak cells in the memory limit the voltage and energy scaling in these memories. These trends

indicate that memory failures are likewise going to be critical for emerging edge/IoT computing

devices as well.

Techniques adopted to ensure reliability in today's systems incur performance, power, and area

overheads. Error correcting codes (ECC) are typically used to recover from memory errors. However,

they explicitly ignore data values stored in the memory and are purely based on positional errors. As

a result, they add signi�cant overheads. Ideally, we want to ensure reliable memory operation while

incurring negligible overheads. Hence, the solution has to be tailored to the type of memory and its

position in the memory hierarchy. For latency/power critical on-chip caches or embedded memories,

tolerable overhead is much smaller than that for off-chip memories. Hence, conventional ECCs are

too expensive for them. Also, systems running moderately fault-tolerant applications do not require

strong protection techniques that reliability critical systems do. In workstation/server environments,

need for larger amounts of memory is driving use of dense non-volatile memories or techniques to

enable high density DRAMs. These memory technologies have signi�cant reliability concerns and

hence, require much stronger protection. Hence, in this dissertation, we take into account all these

factors and provide a suite of novel memory resiliency techniques for different classes and types of

memory technologies. We exploit data value behavior to design novel ECC solutions with much

reduced overheads as compared to conventional codes. For embedded memories, our lightweight

solutions provide protection against both hard faults discovered pre-deployment and unpredictable

soft faults during runtime. For off-chip dense memories, we exploit the underlying fault models and

memory architecture to improve reliability by providing stronger protection techniques with almost

negligible increase in overheads.
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1.2 Power/Performance Scaling and Fault Tolerance in Lightweight On-Chip

SRAM-based Memories

Low power density is the key to achieving the vision of both exascale computing and the Internet

of Things (IoT) [17]. To achieve that, systems need to adopt intelligent power-saving techniques.

Memories, both on-chip and off-chip, consume a signi�cant portion of system power. One way

to reduce power consumption in on-chip SRAM-based memories is to reduce the supply voltage

(VDD). However, as shown in Figure 1.1, scaling the VDD down leads to an exponential rise in

hard faults in the memory cells [18]. Not only hard faults, but the memories also become more

susceptible to radiation-induced soft faults at lower voltages, thus degrading yield at low voltage.

Moreover, on-chip embedded memories or caches in high-performance computing systems are

often the largest consumers of chip area. This further increases the likelihood of defects affecting

memory rather than logic and process variations with respect to individual memory cells create a

signi�cant impact.

Figure 1.1: Faults in two SRAM based scratchpad memories at different voltages

To deal with on-chip memory errors due to manufacturing defects designers traditionally include

spare rows and columns in the memory arrays [19] and employ large voltage guardbands [20]

4



to ensure reliable operation. Unfortunately, large guardbands limit the energy proportionality of

memory. For unpredictable runtime bit �ips, the widely used technique to guarantee the reliability

of storage devices is using information redundancy in the form of Error Correcting Codes (ECC). In

typical ECCs, extra redundancy bits are added to every row to detect and correct errors. There are

additional encoding (while writing data) and decoding (while reading data) procedures required as

well. Thus, redundancy in ECC schemes not only incurs area overhead, the encoding and decoding

mechanisms also incur additional overheads in terms of latency and energy. As a result, using

strong ECC to correct errors in these latency/power critical lightweight memories often becomes

overkill and has a non-negligible impact on overall system performance, power, and area. Thus,

designing low overhead resiliency schemes to tolerate hard and soft faults in these memories is often

a challenge. This dissertation proposes a two-step approach to improve the reliability of on-chip

lightweight memories at minimal cost. In step one, we propose techniques to tolerate hard faults

that are detected during deployment. In step two, we propose multiple correction mechanisms that

allow recovery from unpredictable single-bit �ips that occur during runtime. We exploit software

behavior and characteristics to reduce the overall protection overheads.

1.3 Scalability Concerns in DRAM-based Main Memories

Memory reliability is a signi�cant problem not just in on-chip memories, but also in off-chip main

memory systems. Main memories serve a pivotal role, sitting in between the processor cores

and the slow storage devices. With aggressive technology scaling, a large number of processor

cores are being integrated in today's systems. As a result, there is an ever-increasing demand for

main memory capacity in order to be able to exploit the processing power of these multicore and

manycore systems and maintain the performance growth. DRAM is the primary main memory

technology used in today's systems. However, DRAM scaling is, unfortunately, slowing down.

Also, DRAM reliability is worsening with scaling. With increasing rate of scaling induced errors

in DRAM [21–28], the traditional method of row/column sparing used by DRAM vendors to

tolerate manufacturing faults [29] has started to incur large overheads. To improve yields and

provide protection against single-bit failures in the DRAM array, memory manufacturers have
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started incorporating on-die single error correction (SEC) coding (on-die ECC) [24,26]. The ECC

encoding/decoding happens within the DRAM chip. Only the actual data, post correction, is sent

out of the DRAM, making on-die ECC transparent to the outside world. The on-die ECC, along

with within memory controller Single-Error Correction Double Error Detection (SECDED) ECC, is

used to improve DRAM reliability. However, in the case of multi-bit errors (especially double-bit

errors), using the two disjoint ECC schemes in the data pipeline results in increased chances of

silent data corruption. This is because, for double-bit errors, the on-die SEC ECC has a> 45%

of miscorrecting it to a triple-bit error. The in-controller SECDED then has a� 55% chance of

further miscorrecting the triple-bit error, leading to silent data corruption. This was previously

not an issue with only in-controller ECC as the SECDED decoder in the controller could always

detect the double-bit error and �ag a detectable-but-uncorrectable error (DUE). Thus, on-die SEC

improves DRAM yield by silently correcting SBEs, but signi�cantly reduces memory reliability and

increases chances of SDC in the case of double-bit errors. This dissertation proposes a collaborative

technique that utilizes memory data transfer protocol to not only eliminate double-bit error-induced

SDCs but also correct almost all the double-bit errors that occur within the memory array.

1.4 Reliability and Performance Challenges of Non-Volatile Main Memory

Systems

Though DRAM is still the main memory workhorse, several application contexts need different

properties from the main memory (higher density, non-volatility, higher performance, etc). Hence,

it is becoming increasingly important to consider alternative technologies that can potentially avoid

the problems faced by DRAM and enable new opportunities.

Several emerging non-volatile memory (NVM) technologies are now being considered as

potential replacements for or enhancements to DRAM. Most of these new non-volatile technologies

(Phase Change Memory[PCM], STT-RAM, Resistive RAM[ReRAM], etc.) promise better scaling,

higher density, and reduced cost-per-bit [30]. However, they come with their own set of challenges.

The biggest problem that these emerging technologies face is the high stochastic bit error rate. In

fact, the reliability challenges of NVMs can offset the density and energy advantages that they offer.
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Increase in demand for memory capacity requires aggressive scaling of area-per-bit of storage. At

higher density, these non-volatile emerging memory technologies tend to be more susceptible to

stochastic bit errors [31]. Due to the random nature of the bit errors, these memory technologies

require strong in-�eld error-correcting code (ECC) [32]. Also, for most of these emerging NVM

technologies, some states show higher error rates than the rest. As a result, the conventional ECC

schemes used in DRAM-based memory need to be extended for providing multi-bit asymmetric

protection to maintain acceptable limits of yield and performance of systems. However, this adds

signi�cant overhead not just in terms of storage but also power and performance.

The other concern with NVMs is the higher read and write latency of most of these memory

technologies. For example, Phase Change Memory (PCM) is considered one of the most promising

scalable DRAM alternatives. However, the read latency of PCM is more than 4x [33] higher than

that of DRAM. This leads to signi�cant overall system performance degradation. One way to deal

with this problem is to use a hybrid main memory system where DRAM is used as a last-level cache

for the slower NVM main memory like PCM. However, there are two problems with this approach.

Firstly, the DRAM cache is transparent to the OS and hence, reduces the overall main memory

capacity by a non-negligible amount. Secondly, using the DRAM as a transparent cache makes the

overall main memory system volatile. Hence, lightweight main memory-based persistence cannot

be achieved even though a non-volatile main memory technology is being used. In most cases,

optimizations to improve read/write latencies result in an increase in read/write error rates.

Overall we see that there are signi�cant performance and reliability challenges in adopting these

alternate emerging non-volatile memory technologies. This dissertation proposes solutions to (1)

provide strong protection against the stochastic read/write errors while minimizing the overheads,

(2) improve performance by trading off some of the density bene�ts as we need to pack in stronger

ECC to tolerate the increased error rates.

1.5 Dissertation Outline

This dissertation,Lightweight Opportunistic Memory Resilience, presents a complementary suite of

novel methods for tolerating faults and correcting errors in different levels of memory hierarchy. The
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solutions proposed are tuned to particular memory characteristics; lightweight solutions for low-cost

embedded memories and latency critical on-chip caches (Part 1) while stronger protection for

off-chip main memory subsystems (Part 2). The high-level vision is depicted in Figure 1.2. Unlike

conventional error correction schemes, we exploit data value behavior, underlying memory fault

model, and memory architecture to opportunistically provide stronger protection against memory

errors through novel code constructions and fault tolerance techniques at minimal overhead.

The organization and key contributions of this dissertation are as follows:

Figure 1.2: High level concept of Lightweight Opportunistic Memory Resilience

In Part 1, we provide a comprehensive set of solutions that cope with both hard and soft faults

in lightweight on-chip memories at minimal cost.

� In Chapter 2, we develop FaultLink, a fault tolerance technique that tackles the problem

of hard faults that appear at low voltages in software managed/scratchpad memories for

embedded systems at the edge of the Internet-of-Things (IoT). It is a novel lazy link-time

approach that extends the software construction toolchain with new fault-tolerance features

for such memories. This approach builds an application binary that is custom-tailored for

each individual chip based on the chip's memory fault map so that the faulty locations in the

memory are never accessed when it is run at lower voltages.

� In Chapter 3, we extend FaultLink for approximation tolerant Deep Learning (DL) inference

applications. We name the proposed technique SAME-Infer: providing the same inference

accuracy in the presence of memory hard faults. Unlike FaultLink, SAME-Infer �rst deter-
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mines the fault tolerance capabilities of each program section in the application. Based on

this, it places the absolute critical program sections in non-faulty memory regions and the

fault-tolerant sections in the partially faulty memory regions. This helps us to tolerant higher

fault rates as compared to FaultLink and allows operation at even lower voltages.

� In Chapter 4, we propose Software-De�ned Error Localization Code (SDELC), a hybrid

hardware/software technique that allows the system to heuristically recover from unpredictable

single-bit soft faults in instruction and data memories, which cannot be handled using

FaultLink/SAME-Infer. SDELC �rst localizes the single-bit error to a particular chunk in

the data and then heuristically recovers from it using side-channel information from the

neighboring memory content.

� In Chapter 5, we propose Parity++, a novel unequal message protection scheme for embedded

memories and last level caches that preferentially provides stronger error protection to certain

“special messages”. Like SDELC, Parity++ also helps to recover from single-bit �ips that

occur during runtime. Parity++ sits in between basic Single Error Detecting(SED) parity and

a full single error correcting (SEC) Hamming code. The special messages get SEC protection

while the non-special messages only have SED capability. This code requires only one extra

parity bit over SED code and 4x lesser parity bits compared to a 64-bit SEC Hamming code.

The critical portions of the application or the most frequently used instructions/data can be

annotated as special messages to protect them from single-bit �ips.

In Part 2, we provide solutions that improve the reliability of DRAM-based main memories and

tackle challenges in adopting dense alternate non-volatile main memory technologies.

� In Chapter 6, we propose COMET: A Collaborative on-die and in-controller Memory ECC

Technique that allows safer and stronger protection from DRAM errors. The proposed

ECC construction techniques in COMET completely eliminate silent data corruption when

a double-bit error occurs in the memory array. It also proposes a collaborative mechanism

between the memory dies and the controller that allows correction of the majority (99.9997%)

of the double-bit errors.
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� In Chapter 7, we propose Compression with Multi-ECC (CME), a technique that opportunis-

tically provides enhanced error resiliency for Magnetic Memories. We �rst compress each

memory line using a compression scheme. Depending on how effective the compression was,

the ECC scheme for that particular memory line is determined. The higher the compression,

the stronger is the protection. This technique is designed such that it is compatible with most

standard memory protocols.

� Chapter 8 presents an optimized PCM architecture that trades off some of the PCM density

advantages over DRAM to bring down the PCM read latency. The proposed PCM-Duplicate

mechanism provides a 2x capacity advantage (at the same cost) over DRAM while having

almost DRAM-like read latency. We propose two possible memory system organizations to

ef�ciently use PCM-Duplicate.

The different solutions discussed throughout this dissertation could be generalized to other

systems and memory technologies. Overall the proposed suite of novel complementary techniques

improves reliability across a broad domain of computing systems – from embedded edge devices in

the IoT to high-performance computing systems – with signi�cant energy ef�ciency and performance

improvements that are critically needed in the nanoscale era. Instead of providing uniform protection

against all errors, this dissertation exploits the behavior of the actual data it is protecting, understands

the error patterns and fault models to identify the most dominant error mechanisms and then proposes

a solution that is stronger and cheaper than the conventional techniques used in today's systems.
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CHAPTER 2

FaultLink: Low Cost Fault Tolerance for IoT Devices

IoT devices need reliable hardware at low cost and low energy. One way to reduce energy con-

sumption is by scaling down the on-chip memory supply voltage. However, this results in an

exponential increase in the hard fault rate in these SRAM-based embedded scratchpad memories.

It is challenging to ef�ciently cope with these faults. To address this problem, in this chapter, we

proposeFaultLink. FaultLink avoids hard faults found during testing by generating a custom-tailored

application binary image for each individual chip. During software deployment-time, FaultLink

optimally packs small sections of program code and data into fault-free segments of the memory

address space and generates a custom linker script for a lazy-linking procedure. Our FaultLink

approach improves min-VDD at which the scratchpad memories can be run by up to 440 mV as

compared to the nominal VDD. This dramatically reduces energy consumption. Besides, FaultLink

also helps to protect against aging-induced hard faults in memories and provides signi�cant cost

savings by removing the need for hardware replacement when memory faults occur post-deployment.

It also helps to improve manufacturing yield and cost as memories with faults detected during

testing no longer need to be discarded.

Collaborators:

� Dr. Mark Gottscho, UCLA/Google

� Dr. Clayton Schoeny, UCLA/Square

� Prof. Lara Dolecek, UCLA

� Prof. Puneet Gupta, UCLA
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2.1 Introduction

For embedded systems at the edge of the Internet-of-Things (IoT), hardware design is driven by

the need for the lowest possible cost and energy consumption, which are both strongly affected by

on-chip memories [34]. Memories consume signi�cant chip area and are particularly susceptible

to parameter variations and defects resulting from the manufacturing process [35]. Meanwhile,

much of an embedded system's energy is consumed by on-chip SRAM memory, particularly during

sleep mode. The embedded systems community has thus increasingly turned to software-managed

on-chip memories – also known asscratchpad memories(SPMs) [36] – due to their 40% lower

energy as well as latency and area bene�ts compared to hardware-managed caches [37].

It is challenging to simultaneously achieve low energy, high reliability, and low cost for embed-

ded memory. For example, an effective way to reduce on-chip SRAM power is to reduce the supply

voltage [38]. However, this causes cell hard fault rates to rise exponentially [18] and increases

susceptibility to radiation-induced soft faults, thus degrading yield at low voltage and increasing

cost. Thus, designers traditionally include spare rows and columns in the memory arrays [19] to

deal with manufacturing defects and employ large voltage guardbands [20] to ensure reliable opera-

tion. Unfortunately, large guardbands limit the energy proportionality of memory, thus reducing

battery life for duty-cycled embedded systems [39], a critical consideration for the IoT. Although

many low-voltage solutions have been proposed for caches, fewer have addressed this problem for

scratchpads and embedded main memory.

Our goal in this work is to improve embedded software-managed memory reliability at minimal

cost. We proposeFaultLink that helps to guard applications against known hard faults. The key idea

of this work is to automatically customize an application binary to individually accommodate each

chip's unique hard fault map with no disruptions to source code. The contributions of this chapter

are the following.

� We present FaultLink, a novel lazy link-time approach that extends the software construction

toolchain with new fault-tolerance features for software-managed/scratchpad memories.

FaultLink relies on hard fault maps for each software-controlled physical memory region that

may be generated during manufacturing test or periodically during run-time using built-in-
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self-test (BIST).

� We detail an algorithm for FaultLink that automatically produces custom hard fault-aware

linker scripts for each individual chip. We �rst compile the embedded program using speci�c

�ags to carve up the typical monolithic sections, e.g.,.text , .data , stack, heap, etc. Fault-

Link then attempts to optimally pack program sections into memory segments that correspond

to contiguous regions of non-faulty addresses.

By experimenting with both real and simulated test chips, we �nd that with no hardware changes,

FaultLink enables applications to run correctly on embedded memories using a min-VDD that can

be lowered by up to 440 mV.Our FaultLink approach could thus enable more reliable IoT devices

while signi�cantly reducing cost and run-time energy.

This chapter is organized as follows. Background material that is necessary to understand

our contributions is presented in Section 2.2. We then describe FaultLink in detail in Section 2.3

and evaluate in Section 2.4. We list some of the related works in Section 2.5. We then discuss

other considerations and opportunities for future work in Section 2.6 and conclude the chapter in

Section 2.7.

2.2 Background

We present the essential background on scratchpad memory, the nature of SRAM faults and sections

and segments used by software construction linkers needed to understand our contributions.

2.2.1 Scratchpad Memories (SPMs)

Scratchpad memories(SPMs) are small on-chip memories that, like caches, can help speed up

memory accesses that exhibit spatial and temporal locality. Unlike caches, which are hardware-

managed and are thus transparent in the address space, data placement in scratchpads must be

orchestrated by software. This requires additional effort from the application programmer, who

must – with the help of tools like the compiler and linker – explicitly partition data into physical

memory regions that are distinct in the address space. Despite the programming dif�culty, SPMs
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can be more ef�cient than caches. Banakar et al. showed that SPMs have on average 33% lower

area requirements and can reduce energy by 40% compared to equivalently-sized caches [37]. In

energy and cost-conscious embedded systems, SPMs are increasingly being used for this reason

and because they provide more predictable performance. In this work, FaultLink is used to improve

the reliability/min-VDD of SPMs/software-managed main memory.

2.2.2 Program Sections and Memory Segments

The Executable and Linkable Format (ELF) is ubiquitous on Unix-based systems for representing

compiled object �les, static and dynamic shared libraries, as well as program executable images in a

portable manner [40]. ELF �les contain a header that speci�es the Instruction Set Architecture(ISA),

Application Binary Interface(ABI), a list of program sections and memory segments, and various

other metadata.

� A sectionis a contiguous chunk of bytes with an assigned name: sections can contain

instructions, data, or even debug information. For instance, the well-known.text section

typically contains all executable instructions in a program, while the.data section contains

initialized global variables.

� A segmentrepresents a contiguous region of the memory address space (i.e., ROM, instruction

memory, data memory, etc.). When a �nal output binary is produced, the linker maps sections

to segments. Each section may be mapped to at most one segment; each segment can contain

one or more non-overlapping sections.

The toolchain generally takes a section-centric view of a program, while at run-time the segment-

centric view represents the address space layout. Manipulating the mapping between program

sections and segments is the core focus of FaultLink.

2.2.3 Tolerating SRAM Faults

There are several types of SRAM faults. In this chapter, we de�nehard faultsto include all recurring

and/or predictable failure modes that can be characterized via testing at fabrication time or in the
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Figure 2.1: Our high-level approach to tolerating hard faults in on-chip scratchpad memories.

�eld. These include manufacturing defects, weak cells at low voltage, and in-�eld device/circuit

aging and wearout mechanisms [41]. A common solution to hard faults is to characterize memory,

generate afault map, and then deploy it in a micro-architectural mechanism to hide the effects of

hard faults.

We de�nesoft faultsto be unpredictablesingle-event upsets(SEUs) that do not generally reoccur

at the same memory location and hence cannot be fault-mapped. The most well-known and common

type of soft fault is the radiation-induced bit �ip in memory [42]. Soft faults, if detected and

corrected by anerror-correcting code(ECC), are harmless to the system.

2.3 FaultLink

The high-level concept of FaultLink is illustrated in Figure 2.1. At fabrication time, process

variation and defects may result in hard faults in embedded memories. During test-time, these are

characterized and maintained in a per-chip fault map that is stored in a database for later. When

the system developer later deploys the application software onto the devices, FaultLink is used to

customize the binary for each individual chip in a way that avoids its unique hard fault locations.

Conventional software construction toolchains assume that there is a contiguous memory address

space in which they can place program code and data. For embedded targets, the address space is

often partitioned into a region for instructions and a region for data. On a chip containing hard faults,
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