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As CMOS technology scales down, process variation introduces significant uncertainty
in power and performance to VLSI circuits and significantly affects their reliability. If
this uncertainty is not properly handled, it may become the bottleneck of CMOS tech-
nology improvement. This dissertation proposes novel techniques to model, analyze,
and optimize power and performance of FPGAs and ASICs considering process varia-
tion. This dissertation focuses on two aspects: (1) Process and architecture concurrent

optimization for FPGAs; (2) Statistical timing modeling and analysis.

To perform process and architecture concurrent optimization, an efficient and ac-
curate FPGA power, delay, and variation evaluator, Ptrace, is proposed. With Ptrace,
we present the first in-depth study on device and FPGA architecture co-optimization
to minimize power, delay, area, and variation considering hundreds of device and ar-
chitecture combinations. Furthermore, to enable early stage process and architecture
co-optimization without stable device models, we develop transistor level and circuit
level power, delay, and reliability models and incorporate them with Ptrace. With the

extended Ptrace, we perform architecture and process parameters concurrent optimiza-
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tion for FPGA power, delay, variation, and reliability.

To perform statistical timing modeling and analysis, we first present an efficient
and accurate statistical static timing analysis (SSTA) flow for non-linear cell delay
model with non-Gaussian variation sources. All operations in this flow are performed
by analytical equations without any time consuming numerical approach. Then, to
further improve the efficiency and accuracy of statistical timing analysis, we develop a
new die-level spatial variation model which accurately models the across-wafer vari-
ation. Besides modeling spatial variation, mean and variance uncertainty introduced
by limited number of samples is another problem in SSTA. To solve this problem,
we evaluate the confidence for statistical analysis and estimate the guardband value to

ensure a target confidence.

To the best of our knowledge, this dissertation is the first novel study of device,
process, and architecture concurrent co-optimization for FPGA power, delay, variation,
and reliability; and is the first work to model across-wafer variation at die-level and to

consider confidence guardband in statistical analysis.
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Complementary Metal Oxide Semiconductor (CMOS) manufacturing in nanometer re-
gion has resulted in great achievements in the world of electronics. The performance
and capabilities of Very Large Scale Integration (VLSI) circuits improve rapidly with

the aggressive scaling of transistors in CMOS. However, the increase of leakage power

CHAPTER 1

Introduction

and process variation have emerged to slow down this trend.

Since leakage power is exponentially related to channel length, it increases rapidly
as CMOS technology scales down. Figure 1.1 [114] illustrates the power density for
different technology nodes in the past thirty years. It can be seen that power density is

increasing at a dramatic rate. Therefore, power consumption becomes a crucial design

constraint for nano-scale VLSI designs.
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Figure 1.1: Increasing of power density.



In comparison to challenges created by power, process variation is more difficult to
handle in VLSI design. Due to the inevitable manufacturing fluctuations and imperfec-
tions, transistors on different copies of the same design, or even at different locations
on the same chip will vary significantly. Process variation is the uncertainty of physical
process parameters, such as channel length, doping density, oxide thickness, channel
width, metal thickness, metal width, and so on. According to the causes of variation,

process variation can be classified into two types [162]:

e (Catastrophic defects are caused by isolated random events (such as particles or

other contaminations) during manufacturing, which render chips non-functional.

e Parametric variations are caused by random fluctuations in process conditions so
that the physical properties of some parameters on a chip differ from the original
design. The fluctuations may include aberrations in stepper lens, doping density,

and manufacturing temperature.

Process variations introduce significant uncertainty for both circuit performance
and leakage power. It has been shown in [25] that even for the 180nm technology,
process variation can lead to 1.3X variation in frequency and 20X variation in leak-
age power, as illustrated in Figure 1.2. Such impact will become even larger in future
technology generations. In recent years, many methods, such as statistical model-
ing, analysis, and optimization for VLSI circuits, have been developed to alleviate
the variation effects. This research is called “Design for Manufacturability ” (DFM).
Internation T'echnology Roadmap for Semiconductors (ITRS) predicts the DFM tech-
nology requirement for process variation in the near-term future, as shown in Table 1.1
[69]. From the table, it is predicted that leakage power variation will increase to 331%
and performance variation will increase to 88% in the year 2015. Therefore, as CMOS
technology scales down to nano-meter region, process variation will become a poten-

tial show-stopper if it is not appropriately handled.
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Figure 1.2: Leakage power and frequency variation.

Year 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015
% of V4 variability 10 10 10 10 10 10 10 10 10
% of V;j, variability (minimum size) 33 37 42 42 42 58 58 81 81

% of Vyj, variability (typical size) 16 18 20 20 20 26 26 36 36
% of CD (Lgare) variability 12 12 12 12 12 12 12 12 12

% circuit performance variability 46 48 49 51 60 63 63 63 63
% circuit total power variability 56 57 63 68 72 76 80 84 88
% circuit leakage power variability 124 143 186 229 255 281 287 294 331

Table 1.1: Impact of process variation in near-term future.

There are four common design styles in current VLSI: Application Specific Integrated
Circuit (ASIC), Field-Programmable Gate Array (FPGA), Application Specific Instruction
set Processor (ASIP), and general purpose processor or microprocessor. Different de-
sign styles may have different power consumption requirement and vulnerability to
process variation. Therefore, different modeling, analysis, and optimization techniques
should be developed for different design styles.

Among the design styles, FPGA is the most flexible one. Since FPGA allows the

same silicon implementation to be programmed or re-programmed for a variety of

applications, it provides low non-recurring engineering (NRE) cost and short time to



market. Due to this advantage, FPGA industry has grown rapidly since its invention
in 1984. However, in order to achieve programmability, FPGA pays the penalty with
decrease of performance, power, and area. Previous studies [83, 82] have shown a
100X energy difference, a 4.3X delay difference, and a 40X area difference between
FPGA designs and their ASIC counterparts. As discussed before, power consumption
is a crucial design constraint for nano-scale VLSI circuits. The power problem is
more significant for FPGAs than other design styles because FPGA has higher power
consumptions. On the other hand, since FPGAs have lots of regularity, the impact of
process variation on FPGAs are not as significant as other design styles. Nevertheless,
the impact of process variation on FPGAs should not be ignored and should be properly
handled. To solve the above problems, this dissertation focuses on optimizing power
and performance for FPGAs considering process variation. The first objective of this

dissertation is:

Objective 1: Concurrently evaluate FPGA architecture and pro-
cess parameters to optimize power, delay, and area considering pro-

cess variation and reliability.

In comparison to FPGAs, ASICs have higher performance, lower power, and smaller
area. However, due to the increased design complexity, ASICs has higher NRE cost,
design cost, and longer time to market than FPGAs. Due to the above advantages
and disadvantages, ASICs are usually used in high performance or low power applica-
tions, wherein the impact of process variation is very significant. Therefore, variation

modeling and analysis in ASICs are more important than in FPGAs.

Process variation may cause manufacturing yield loss. Manufacturing yield loss is
defined as the ratio between the number of chips that fail to meet the design specifi-
cations and the total number of manufactured chips [112]. There are several reasons

causing chip failure, such as catastrophic defects and parametric variations. Figure 1.3



illustrates the performance variation caused by parametric variations. It can be seen
that chip delay is spread over a wide range and the delay of some chips is higher than
the specification value. The chips failing to meet the delay specification contribute to
yield loss.
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Figure 1.3: Delay yield.

In order to analyze and optimize performance yield, Statistical Static 7iming Analysis
(SSTA) is proposed. Instead of estimating the chip delay deterministically as in the
traditional Static Timing Analysis (STA), SSTA estimates the chip delay statistically.
SSTA not only estimates the nominal value of chip delay but also provides the de-
lay distribution. Figure 1.4 shows the SSTA flow. In this flow, there are three key

components [122]:

e Modeling of process variation from silicon process characterization.

e Modeling of sensitivities of delay for standard cell libraries with regards to pro-

cess parameter variations (library modeling).

e Statistics aware engines for STA and optimization.

In this dissertation, we mainly focus on modeling of process variation and devel-

oping an accurate SSTA engine. The second objective of this dissertation is:
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Figure 1.4: SSTA flow.

Objective 2: Statistical Timing Modeling and Analysis.

In the following of this chapter, Section 1.1 reviews some related research works;
Section 1.2 discusses the major contributions of this dissertation; and Section 1.3 out-

lines this dissertation.

1.1 Literature Review

1.1.1 FPGA Power, Performance, and Area Optimization

It is well known that architecture, including logic block (or cluster) size, Look-Up
Table (LUT) size, and routing wire segment length, has great impact on FPGA power,
performance, and area. Therefore, architecture evaluation for FPGA optimization at-
tracts lots of concerns. In early 1990s, architecture evaluation mainly focuses on opti-
mizing delay [143] and area [130]. These works showed that for non-clustered FPGAs,
LUT size of 4 achieves the smallest area and LUT size 5 or 6 minimizes delay. After
cluster-based island style FPGA became popular, architecture evaluation for this type
of FPGA was performed. [10] showed that LUT sizes ranging from 4 to 6 and cluster

sizes between 4 and 10 produce the best area-delay product.



As discussed before, power consumption is one of the most important design con-
straints of FPGA design when technology scales down to nano-meter region. There-
fore, after the year 2000, FPGA power modeling became a hot research topic. [158]
quantified the leakage power of commercial FPGA architecture and [48] introduced a
high level FPGA power estimation methodology. [123, 89, 92] presented power eval-
uation frameworks for generic parameterized FPGAs and showed that leakage power
takes higher portion of total power consumption in FPGAs than in ASICs. It was also
shown that interconnects consume even more power than logic elements in FPGA.
At the same time, FPGA power optimization was also studied. Power aware FPGA
CAD algorithms was proposed in [85]; power driven partition method was presented
in [117]; a leakage power saving routing multiplexer and an input control method were
developed [150]; and a configuration inversion method to save the leakage power was
proposed in [12]. Architecture evaluation for power and delay minimization is then

studied in [93, 123, 92].

Due to programmability, utilization rate of circuit elements in FPGA is very low.
To reduce leakage power consumption of unused circuit elements, body bias [110]
and power gating [59, 102] were applied. To further reduce power on used circuit
elements, programmable dual-V,; was first applied to logic blocks [93, 90, 98, 91]
and then extended to interconnects [58, 51, 71]. Architecture evaluation considering
power gating and dual-V,;; was performed [101]. Besides leakage power minimization,

a glitch minimization technique [84] was proposed to reduce dynamic power.

Recently, FPGA modeling and optimization considering process variation was
studied. [31, 43, 100, 115, 147,99, 135,79, 115, 154, 137, 28] presented techniques to
statistically optimize FPGA performance. [136] performs parametric yield estimation

for FPGA considering within-die variation.



1.1.2 Statistical Timing Modeling, Analysis, and Optimization

Process Variation Modeling- Process variation introduces significant uncertainty to
circuit power and delay. In order to analyze the power and delay uncertainty, process
variation modeling is needed. An early work was proposed in [25] whereby process
variation is separated into inter-die variation and within-die variation. All transistors
on the same die share the same inter-die variation and different dies may have different
inter-die variation; each transistor has its own within-die variation and the within-die
variation for different transistors are assumed to be independent. Later on, it was
observed that within-die variation is not independent but spatially correlated and the
correlation depends on the distance between two within-die locations. In this case,
spatial variation was modeled as correlated random variables [6, 32] and principle
component analysis was applied to perform statistical timing analysis. In this model, a
chip is divided into several grids and each grid has its own spatial variation. The spatial
variations of different grids are correlated and the correlation coefficients depend on
the distance between two grids. However, obtaining the correlation coefficient between
two grids became a problem for this model. [172, 173, 105] solved this problem by
modeling the spatial variation as a random field [174] and assuming the correlation
coefficient to be a function of distance. After that, several more complicated spatial

variation models were proposed [45, 105, 189, 55, 64].

Statistical Analysis- With the model of process variation, statistical analysis and
optimization are then performed. Statistical static timing [103, 72, 7, 120, 157, 128,
32, 5,49, 9, 22, 8, 163, 86, 53, 182, 13, 181, 113, 75, 180, 178, 76, 3, 183, 2,
142, 19, 179, 40, 30, 52, 144, 165, 116, 36, 41, 56, 63, 97, 35, 104, 189, 145, 141,
88, 161, 81, 107, 65, 61, 169, 138, 146, 70, 155, 29, 171, 118, 42] and leakage
[26, 111, 21, 37, 176, 140, 109, 15, 156, 33, 95, 62, 73, 44, 119, 151, 188, 20, 133]

analysis are hot research topics in recent years. There are two major approaches in



Statistical static timing analysis techniques: path-based [103, 72, 7, 120, 157, 128]
and block-based [32, 5, 49, 9, 22, 8, 163, 86, 53, 182, 13, 181, 113, 75, 180, 178, 76,
3, 183, 2, 142, 19, 179, 40, 41, 42] SSTA. Since path-based SSTA is not scalable to
large circuit sizes, block-based SSTA is more commonly used. Since Gaussian random
variables are easy to be handled, the early block-based SSTA flows [32, 163] modeled
the gate delay as linear functions of variation sources and assumed all the variation
sources are mutually independent Gaussian random variables. Later, it was observed
that the linear delay model is no longer accurate when the scale of variation becomes
larger [94] and a higher-order delay model is thus used [180, 178]. Moreover, it was
also observed that some variation sources do not follow a Gaussian distribution. For
example, the via resistance has an asymmetric distribution [13], while dopant concen-
tration is more suitably modeled as a Poisson distribution [142] rather than Gaussian.
The nonlinearity of delay model and non-Gaussian variation sources make SSTA much
more difficult. [142] applied independent component analysis to de-correlate the non-
Gaussian random variables, but it was still based on a linear delay model. Some recent
works [76, 13, 19, 179, 40, 41, 42] considered both non-linear delay model and non-

Gaussian variation sources.

Confidence Analysis- In all the statistical modeling and analysis methods dis-
cussed above, the statistical characteristics (such as mean and variance) are assumed to
be given and reliable. However, when the number of production samples is not large,
the production statistical characteristics may significantly deviate from their popula-
tion values. Therefore, uncertainty in the statistics of measured data as well as produc-
tion data should be considered in statistical analysis. [177] modeled the uncertainty
of mean, variance, and correlation coefficients as an interval, and then estimated the

range of mean and variance of circuit performance.



1.2 Contributions of the Dissertation

The contributions of this dissertation are two-fold:

1. Device and architecture concurrent optimization for FPGAs.

2. Statistical timing modeling and analysis.

For device and architecture concurrent optimization for FPGAs, we have the fol-

lowing contributions:

o We first develop an efficient yet accurate power and delay estimator for FPGAs,
which we refer to as Ptrace. Experimental results show that compared to cycle
accurate power simulator and VPR [18], Ptrace predicts chip level power and
delay within 4% and 5% error, respectively. Based on such framework, we per-
form device and architecture co-optimization for FPGA circuits. Compared to
the baseline, which uses the VPR architecture model [18] with the same LUT
size and cluster size as the commercial FPGAs used by Xilinx Virtex-1I [170],
and the device settings from ITRS roadmap[66], our co-optimization reduces
energy-delay product by 18.4% and chip area by 23%. Furthermore, consider-
ing FPGA architecture with power-gating capability, our architecture and device
co-optimization reduces energy-delay product by 55.0% and chip area by 8.2%
compared to the baseline. We also study the impact of utilization rate and inter-

connect structure.

e We then extend Ptrace to estimate power and delay variation of FPGAs. We pro-
posed closed-form models to estimate chip level leakage and timing variations
for FPGA. It has been shown that the mean and standard deviation computed by

our models are within 3% error compared to Monte-Carlo simulation. With the
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extended Ptrace, we perform FPGA device and architecture evaluation consider-
ing process variations. Compared to the baseline, device and architecture tuning
improves leakage yield by 4.8%, timing yield by 12.4%, and leakage and timing
combined yield by 9.2%. We also observe that LUT size of 4 gives the highest
leakage yield, LUT size of 7 gives the highest timing yield, but LUT size of 5

achieves the maximum leakage and timing combined yield.

e We further extend (Ptrace) to consider process parameters directly so that FPGA
circuit and architecture evaluation can be conducted when only the first or-
der process parameters are available. Such evaluation may be used to select
circuits and architectures that are less sensitive to process changes or process
variations. We call the resulting framework as Ptrace2. With Ptrace2, we in-
corporate analytical calculations for two types of FPGA reliability, device ag-
ing (Negative-Bias-Temperature-Instability, NBTI [11, 149, 160, 23] and Hot-
Carrier-Injection, HCI [34, 149, 166]) and permanent soft error rate (SER) [60],
again in the ‘from device to chip’ fashion. We observe that device aging reduces
standard deviation of leakage by 65% over 10 years while it has relatively small
impact on delay variation. Moreover, we also find that neither device aging due

to NBTI and HCI nor process variation has significant impact on SER.

For statistical timing modeling and analysis, we have the following contributions:

e We introduce an efficient and accurate SSTA flow for non-linear SSTA with
non-Gaussian variation sources. All operations in our flow are based on efficient
closed-form formulae. Experimental results show that compared to Monte-Carlo
simulation, our approach predicts the mean, standard deviation, skewness, and

95-percentile point within 1%, 1%, 6%, and 1% error, respectively.

e Our proposed SSTA flow solves the problem of computing the chip delay vari-
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ation, but does not consider modeling of process variation. In order to improve
the accuracy and efficiency of SSTA, we presents an accurate model for across-
wafer variation. Compared to the exact value, the error of the traditional grid-
based spatial variation mode