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Abstract— Low-temperature (LT) conditions can potentially
lead to lower power consumption and enhanced performance
in circuit operations by reducing the transistor leakage current,
increasing carrier mobility, reducing wear-out, and reducing
interconnect resistance. We develop PROCEED-LT, a pathfinding
framework to co-optimize devices and circuits over a wide per-
formance range. Our results demonstrate that circuit operations
at LT (—196 °C) reduce power compared to room temperature
(RT, 85 °C) by 15x to over 23.8x depending on performance
level. Alternatively, LT improves performance by 2.4x (high-
power, high-performance) — 7.0x (low-power, low-performance)
at the same power point. These gains are further improved in
low-activity circuits and when using multivoltage configurations.
Meanwhile, we highlight the need for improvement in Vy,
variation to leverage benefits at cryogenic temperatures.

Index Terms— 77 K, circuit optimization, cryogenic computing,
FinFET, Pareto optimization, process variations, transistor aging.

I. INTRODUCTION

RIVEN by the burgeoning needs of artificial intelligence

and deep learning, the computing demand is escalating
at an unprecedented pace. However, the performance boost
from technology scaling is stagnant. Increased leakage currents
restrict reductions in threshold voltage (Vy,), while heightened
dynamic power constrains the elevation of the supply voltage
(V4q)- Consequently, these factors collectively limit perfor-
mance improvements. Furthermore, the threshold voltage (Vi)
cannot be scaled down aggressively, complicating efforts to
reduce the power-supply voltage (V4q) for power conservation.
Moreover, enhancing performance by increasing the clock fre-
quency is becoming increasingly challenging as the dynamic
power consumption rises accordingly [2]. Thus, innovative
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approaches are needed to advance modern transistors and
interconnect to fulfill the exponentially growing computing
demand.

Low-temperature (LT) computing, or operating the com-
puter system at a liquid nitrogen temperature (e.g., 77 K),
has emerged as a promising avenue for boosting circuit
performance and power efficiency. On the transistor side,
LT conditions offer enhancements in subthreshold slope, and
they aid in lowering leakage current and allow the reduction
of Vi. A higher carrier mobility and a lower Vy at LT
correspondingly enable the reduction of Vyq while maintaining
the performance with less power consumption [3], [4]. As for
interconnects, LT could decrease the bulk wire resistivity with
the temperature drop [5], which, in turn, permits the use of
thinner wires, further reducing capacitance. Nevertheless, the
benefits of LT are not without challenges. LT conditions lead to
an increase in the transistor’s Vi, due to the bandgap widening
and shifts of the Fermi potential [15], potentially hindering
the ability to meet frequency constraints and fully utilize the
advantages inherent to LT operation.

At the circuit level, recent studies have successfully
exploited the benefits of LT computing by developing
LT-optimized cores with smaller micro architectural ele-
ments [6], substituting traditional L2 and L3 caches with
innovative non-SRAM technologies that minimize chip area
and power usage (STT-MRAM [7], [8], GC-eDRAM [9], [10],
[11], and 1T Floating Body RAM [12], [13]). This progress
also extends to probing downsized interconnect materials such
as aluminum at single nanometer scale [14] and efficiently
implementing in-memory computing at cryogenic tempera-
tures [16], [17].

Most studies manually perform a simple design technology
co-optimization (DTCO) process to determine an optimal
combination of Vg and Vi, for a specific design and its
constraints [11], [18], [19], [20], [22], [23], [24]. Initially, the
researchers reduce Vi, to augment the I,/ I ratio, ensuring
the circuit’s functionality under LT conditions. Researchers
commonly refer to this method as “Vj, engineering.” The
methodologies for the tuning, however, are diverse. For exam-
ple, some researchers prefer to tune Vi, by matching the
LT off-leakage current to the off-leakage levels of an off-
the-shelf device at 300 K, where the leakage current is
deemed reasonable [11], [18], [19], [20]. Efforts also include
matching Vi, at 300 K for low-voltage designs [22], [23].
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Alternatively, some optimize V, to curtail the leakage power
of the circuit based on specified targets of reducing the total
power consumption to offset the associated cooling power
cost [11]. Once Vi, is decided, the search commences for the
minimum Vyq that satisfies the power-delay (PD) constraints.
Ultimately, this simple DTCO method yields a set of Vg4
and Vy, values (for both nMOS and pMOS) for a specific
design that can deliver the optimal PD tradeoffs within the
specified constraints. Determining the optimal operating point
is critical for circuit performance. Choosing the correct Vi
that can produce the optimum PD tradeoff is very crucial
because the subthreshold leakage current and the delay are
sensitive to Vi, [25]. Moreover, using the lowest Vyy possible
for the circuit is important to leverage the significant leakage
power reduction at LT condition. Nonetheless, this tuning
strategy in DTCO is time-consuming, involves massive manual
intervention, and can only derive limited sets of Vi and
Vaa configurations. Utilizing a register-transfer level (RTL)
compiler to obtain synthesis results requires tens of minutes
and, therefore, is impractical for the analysis of the circuit
operations across multiple performance targets.

PROCEED [26] provides the ability to derive optimal Vyq,
Vin, and transistor sizing based on the analysis of comprehen-
sive chip characteristics. PROCEED facilitates a more efficient
evaluation of specific voltage configurations, typically taking
less than 1 min per configuration, and the output is fit into
a Pareto front to converge optimal solutions through iterative
refinement. Despite its contributions, the existing version of
PROCEED is confined to supporting limited technologies
and potentially generates suboptimal voltage configurations.
Details about the PROCEED framework will be described in
Section III.

To address these limitations and align with the advance-
ments in current technology nodes, such as FinFETs, this
study introduces PROCEED-LT. Using this tool, we enable
the analysis across a spectrum of temperature conditions,
particularly LT environments, and focus on exploring the
potential benefits and challenges of LT circuit operations.
Compared to [6], [11], [18], [20], [23], and [24], this work
introduces a novel consideration of device aging, IR drop,
and other reliability factors under LT. In addition, it exhibits
the benefits of LT operations across a broad range of voltage
configurations at the circuit level. This work makes main
contributions as follows.

1) A more accurate interconnect model and a device
wear-out model are incorporated into PROCEED-LT.
The FinFET-based circuit optimization is supported,
and an automated multivoltage configuration with less
manual intervention is enabled.

2) PD optimization by Vgg and Vi, optimization is sup-
ported. The PD benefits of LT circuit operations versus
RT are demonstrated when considering the aging effect,
the IR drop, and the multivoltage configuration.

3) The various power improvements ranging from 7.97x
to 21.88x under LT conditions across different activity
factors are explored on two digital circuit benchmarks.

4) The challenge of the higher Vi, variation sensitivity at
LT due to the process variation and the scaled-down

operating voltages deteriorating the benefits of
LT-computing is proposed.

5) It is demonstrated that under LT conditions, the circuit
can achieve higher peak performances (>2x) than RT
at equivalent power constraints.

We demonstrate the advantages of LT circuit operations by
utilizing PROCEED-LT to evaluate a small microprocessor
design (ARM Cortex M3) and an emerging neural networks
accelerator design (ACOUSTIC [21]). PROCEED-LT supports
the generation of a Pareto front spanning a significant range
of power and delay tradeoffs at LT. This capability is essential
for uncovering the benefits of LT circuit operations across
diverse performance ranges. Meanwhile, we should consider
the required cooling cost to remove the heat dissipated from
the circuit. The energy benefit of circuit operations at LT
should consume at least 10.65x less power than RT to
overcome the cooling cost and achieve overall power effi-
ciency [6]. We reveal that the optimization conducted at LT
by PROCEED-LT, specifically at —196 °C, can yield power
improvements ranging from 10x to more than 20x compared
to standard room temperature (RT) of 85 °C with equivalent
performances.

The structure of this article is organized in the follow-
ing manner. Section II delves into the potential benefits of
LT computing. Section III explains the challenges of PD
evaluation and optimization at LT using PROCEED and the
corresponding improvements. Section IV details the experi-
ment results and analysis of our PROCEED-LT’s study on
optimizing Cortex M3 and ACOUSTIC. Finally, the article
reaches its conclusion in Section V.

II. DESIRABLE TRAITS OF LT CIRCUIT OPERATIONS
A. Potential of Leakage Current Reduction

As the technology node scales, researchers are chasing
higher operating frequencies in large-scale circuits. To address
the incurring challenge of dynamic power rise, circuit design-
ers tried to reduce both V44 and V4. However, with the reduced
Vin, the static power, which is caused by the leakage current
of off devices, will grow exponentially. LT computing, which
is known as cryogenic computing as well, aims to operate
computers at exceedingly LTs. Thanks to the temperature
decreasing, the leakage current shrinks exponentially, which
significantly reduces the static power and enables continuous
reduction of both V44 and V4, with no performance loss [27].

B. Potential of Improved Interconnect

To achieve a higher clock frequency, smaller and faster
devices are deployed as technology scales. However, the
clock frequency’s enhancement is concurrently hindered by the
speed of data transfer, which will be lower with the increasing
wire latency. Unlike transistors, the latency of interconnect
cannot be significantly improved as technology nodes shrink.
Global interconnects that communicate signals across the chip
are difficult to scale in length, and their latencies are mostly
maintained [30]. Fortunately, the resistivity of some metal
materials (e.g., copper) can linearly decrease with temperature.
As a result, the latency of the interconnect is substantially
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reduced, thereby allowing for a safe increase in clock frequen-
cies under LT conditions [5]. In addition, as the resistance in
the interconnect lowers, the IR drop, an issue that significantly
affects voltage delivery and thermal behavior, shows promising
improvement.

C. Potential of Circuit Wear-Out Slowdown

The phenomenon of circuit wear-out due to device aging
can affect end-of-life reliability and performance of the elec-
tronic design [28]. Device aging primarily stems from bias
temperature instability (BTI) and hot carrier injection (HCI),
which cause irreversible shifts in Vi, and degrade mobilities
over long periods. As shown in the following equations, BTI-
and HCI-induced AVy’s exhibit an exponential dependence
on the channel temperature 7:

AVi(BTI) o V2! Lo L m 0
AV (HCI) o V12 . g7t . gm @)

where E, denotes the activation energy, ¢ denotes the stress
time, and m, 5, n, are factors obtained from characterization
experiments [34], [35], [36]. A reduction in operation temper-
ature can significantly impact AVy, during long-term device
aging. Research indicates that at LT, AVy, resulting from BTI
can be mitigated under the same voltage stress time in both
planar or FinFET devices [36], [37], [38]. In the context of
HCI, [39], [40] suggest that cryogenic temperatures might
exacerbate hot carrier degradation and reduce the device life-
time, especially for NFET. Nonetheless, it is also mentioned
that a slight reduction in Vg4 by reducing Vg4 at LT can counter-
balance these adverse effects and offer additional advantages
by lowering power consumption. Cryogenic conditions can
dramatically reduce leakage currents in scaled semiconductors,
which leads to a decrease in static power consumption, thereby
weakening the thermal stress. Moreover, LT computing allows
for a reduction in V44 while preserving the performance. Then,
the voltage stress on the device can be effectively decreased,
and the wear-out process can be decelerated, resulting in a
lower Vi, shift.

III. OPTIMIZING CIRCUITS FOR LT OPERATIONS WITH
PROCEED-LT

A. PROCEED Framework

Fig. 1 presents an overview of the PROCEED framework.
The input of PROCEED is the interconnect information (i.e.,
wire resistance R and capacitance C), the processor bench-
mark design (e.g., design logic depth histogram (LDH) and
average fan-out), the operating activity factor, the variation
information, and constraints (highest or lowest Vyq, Vi, tran-
sistor size, and chip area). After the Pareto-based optimization
process, PROCEED then outputs the Pareto curve of PD over
a wide range of delay and power. Each point on the Pareto
curve represents a specific combination of single or multiple
Vaqa and Vg, values.

Instead of complete and exact optimization using RTL
simulation, PROCEED predicts the best performance and
power tradeoffs by using essential design information and

Processor
Benchmark Design
(logic depth historgram,

average fan-out, ...)

Interconnect
Information
(wire resistance R,
capacitance C)

Activity
Factor
Pareto Variation
Optimizer Information
Vdd: Vth, 9ate
sizes @
constraints
Delay-Power

Pareto fronts

N

LDH of Cortex M3 LDH of ACOUSTIC
B Vth Distribution _ Vth Distribution
Boundary ~ Boundary

Fig. 1. PROCEED framework.

Vdd Distribution
Boundary

Vdd Distribution
Boundary

Frequency

0 20 40 60 50 100 150 200
Logic Depth Logic Depth

1 —
Fan-out | NAND

()

Single Stage

I I Single . Single I I Delay
Input Stage istages Stage | Output Power
Signal driver Signal Calculation
Simulation Block - S;
(b)
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distribution. (b) Circuit schematic of the single stage used for simulation and
optimization.

determining Vyq and Vy,. Since the path delay is roughly
proportional to the logic depth, PROCEED uses LDH extracted
from a synthesized benchmark processor to predict the path
delays. PROCEED divides the logic paths of a processor into n
bins based on the logic depth distribution. Logic paths grouped
within a bin then share identical delay (stages). Employing a
larger number of bins enhances the accuracy at the expense
of computation time.

Fig. 2(a) shows the LDH of Cortex M3 and ACOUSTIC.
For example, we divide the Cortex M3 circuit with the deepest
path of 67 stages into n = 10 bins. Each bin is modeled
by the corresponding simulation block S;, which is made of
i gate stages shown in Fig. 2(b). The delay of the bin i is
then estimated by the delay of i copies of the single stage.
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Each gate stage consists of the interconnect load including a
resistor and a capacitor generated from synthesized results and
logic gates of specific sizes based on the design. The delay
and power of S; can be represented by a function of a set
of tuning parameters variables. Let the vector X represent the
tuning parameters for optimization

» ¥n) 3)
Wizi), i=12...,n (4

X=(y1y2 "
i = (Vaai» Vinir Wit - ..

where y; is the tuning parameter vector for simulation block
Si, and Vyqi, Vini, and W; ; are the supply voltages, threshold
voltages, and the sizes of gates and inverters in S;, respectively.
After picking a starting point Xy for each iteration of the
optimization process, the delay D and power P of the circuit
configured by X can be given by the following equations:

D(X) = D(Xo) + Gp(Xo)" (X — Xo)

+ 5= Xo)THp (X~ Xo) )
P(X) = P(Xo) + Gp(Xo)" (X — Xo)

45X Xo) Hp (X~ Xo) ©)

where G and H are the gradient vector and the Hessian matrix,
respectively. By analyzing the output signal of S;, PROCEED
extracts the delay and power simulation results of blocks from
SPICE without using a synthesis tool. The critical path delay
D(X) is represented by the highest delay of all bins by (7),
which is approximated by (8) with the order of the norm
K =200 in our experiments. The approximation enables the
calculation for G and H

D(X) = max(Ds, (y1), Ds,(y2), - -+, Ds, (¥n)) (7)
DX)~ |Dllx, D= (Ds (y1), Ds,(y2), "+, Ds,(¥yn))-
(8)

The power P(X) in (9) is a scaled sum of Ps (X) by using
the design information (i.e., LDH and the number of gates)
and activity factors, where W; is the copies of S; used in
the canonical circuit construction. Both dynamic power and
leakage power obtained from the SPICE simulation will be
calculated

n
PX) =D W Ps(X). ©)
i=1
The optimization of PROCEED also includes the constraint of
the area metric. The area of the gates is simulated using a quick
layout estimator UCLADRE [42] or from an actual cell library.
The detailed optimization objective function, derivation of G
and H, and definition of trust region around Xy are discussed
in [26]. The tuning parameter vector X is optimized using
gradient descent by G and H without manual intervention.
After each iteration, only tuning parameters that can generate
a Pareto point can be preserved, otherwise are abandoned.

In addition to the Pareto-based optimization, PROCEED
has the following characteristics: it supports different activity
factors, process variation settings for devices, power manage-
ment modeling such as DVFS, and power gating. However,

PROCEED has a very simple interconnect model, and it
does not take device wear-out into account, which makes it
not suitable for LT computing optimization. What is more,
FinFETs are now widely employed in integrated circuit design,
but PROCEED does not support FinFET-based circuit opti-
mization. PROCEED only allows users to manually set the
distribution of multi-Vyg4 and multi-Vy, before the Pareto point
searching. This necessitates that users determine which circuit
bins should be applied by Vyq;(Vini1) and which by Vg (Vinz)
to maximize the improvement of the performance. PROCEED
forced the distribution boundary of Vgq and V4, to be the same
and fixed it after beginning optimization.

B. Improvements of PROCEED-LT

PROCEED-LT is a calibrated LT SPICE model to evaluate
and optimize circuit operations at 77 K. PROCEED-
LT leveraged the advancements of PROCEED in circuit
optimization with added support for FinFETSs, an accurate
interconnect model, and a device wear-out model. The
device parameters used in the SPICE simulation and
optimization are derived from a commercial-grade 14-nm
FinFET low-voltage-threshold (LVT) cell library. Besides, the
circuit netlist generation and simulation flow are optimized,
and automated optimization for multi-Vye/Vy, is adopted,
increasing the efficiency of the Pareto point searching. Vi
of NFET and PFET can be separately optimized, and the
distribution of multiple V44 and Vi, can be different. The core
optimization algorithm and the upgrades of PROCEED-LT
are written in MATLAB. Our code is available at
https://github.com/nanocad-lab/PROCEED-LT.
Upgrades in detail are described in the following.

1) Accurate Interconnect Model: PROCEED only comes
with a very simple interconnect model, which includes the
resistance per unit length and capacitance per unit length.
However, this simple interconnect model is not sufficient
for LT computing. The reduction of the temperature will
significantly influence the conductivity of the interconnect.
Therefore, it is critical to use an accurate interconnect model
to evaluate the characteristics of LT computing. In PROCEED-
LT, the detailed interconnect information is gathered from
the physical synthesis result of the processor benchmark. For
example, the interconnect length of each metal layer, the
resistance per unit length, and the corresponding temperature
coefficient of resistance (TCR) for each metal layer and vias
are gathered. Then, the total resistance of the design can
be calculated based on the information of wires and vias in
each metal layer. Since the interconnect capacitance is hardly
affected by temperature, the capacitance per unit length of
each metal layer is gathered from the physical synthesis result
as well. The resistance and capacitance values of each stage in
PROCEED-LT are determined by the interconnect lengths, unit
capacitance values, and unit resistance values of each metal
layer mentioned above.

2) Device Wear-Out Model: PROCEED-LT considers HCI
and BTI mentioned above as the aging effect, and we simulate
them by using Cadence RelXpert [32]. Incorporated with
temperature, time of use, and voltage conditions, RelXpert will
estimate the Vy, shift caused by the BTI effect. To simulate the
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Fig. 3. Comparison of PROCEED-LT prediction and synthesis results at LT
after the calibration at RT. The power is normalized by the synthesis power
results.

HCI effect, the RelXpert will simplify it as a current controlled
current source to output a drain current (/;) degradation, and
PROCEED-LT then converts the /; degradation into Vi, shift.
The Vi, shifts of PFET and NFET from both HCI and BTI are
combined. In aging evaluation, the Vi, shifts will be applied
to the worst case power and delay estimation based on the
temperature and voltage configurations.

Besides, PROCEED-LT converts the effective width of the
multigate FinFET device to the number of fins and, therefore,
can evaluate the discrete width and optimize modern Fin-
FET devices. In addition, PROCEED-LT adopts an automated
multivoltage optimization strategy. Compared to PROCEED,
PROCEED-LT allows a separate optimization for Vi, of PFET
and NFET. The distribution of multi-Vyq and multi-Vy, is
independent, and it is associated with the number of bins
and the logic path depth distribution of the design, thereby
reducing the manual intervention and increasing the efficiency
of the optimal solution searching for various designs.

C. Calibration of PROCEED-LT

To validate our framework at LTs, we employed a com-
mercial synthesis tool to assess the PD predictions generated
by PROCEED-LT. Initially, we calibrate the PROCEED-LT
model using a reference data point at 85 °C. Subsequently,
we applied this calibrated model to predict the power and
delay across various Vyq and Vi, configurations at —196 °C.
As depicted in Fig. 3, the PROCEED-LT model predicts
power consumption with an error margin of less than 7%.
This demonstrates that the predictions closely align with the
synthesis results obtained from the RTL compiler under LT
conditions. Generating libraries for diverse voltage config-
urations is extremely time-consuming, often extending over
several days, and the synthesis of each configuration costs
tens of minutes. In contrast, PROCEED-LT can evaluate each
voltage configuration in less than 1 min and optimize a PD
curve within a few hours. The feasible time required to
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Fig. 4. Ips—Vgs characteristics for N-FinFET and P-FinFET devices of the
technology.

generate a PD curve allows us to comprehensively assess the
characteristics of LT circuit operations over a wide range of
performance.

IV. EXPERIMENT RESULTS

To evaluate the advantage of LT computing and how dif-
ferent temperature-dependent factors affect the circuit-level
optimization for LT computing, we present the experiment
results generated by PROCEED-LT. We evaluate two bench-
marks, a microprocessor design ARM Cortex-M3, and a neural
network accelerator ACOUSTIC [21]. The device model is
from a hardware-calibrated 14-nm FinFET technology. A typ-
ical activity factor of 0.1 is set as the default in our benchmark
given that real digital systems often have idle components [43].
We use 10 bins in the optimization. We compare the PD
curves of the processor at 85 °C and at 196 °C under
different circumstances. We show the importance of using
accurate models to comprehensively evaluate the benefits of
LT computing.

A. Device Model

This work utilizes a commercial 14-nm FinFET technol-
ogy, with models specifically designed and calibrated for
operations at 77 K. Fig. 4 presents the Ips—Vis charac-
teristics for both N-FinFET and P-FinFET devices. These
devices have been optimized for LT operation through a Vi
shift, facilitating low- V44 operation while maintaining essential
device characteristics within the targeted low-Vyq range. This
ensures consistent and reliable device performance under LT
conditions.

B. Impact of Accurate Interconnect Model

An accurate interconnect model can better show the advan-
tage of LT computing. In the accurate interconnect model,
we calculate the metal wire resistance per unit length or via
resistance at LT as follows:

Rw/v = RO,w/v X [] + TCRw/v x (1) — Tr)] (10)
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TABLE I

REDUCTION IN THE METAL RESISTANCE OF PER UNIT LENGTH AND VIA
RESISTANCE OF CORTEX M3 AT —196 °C COMPARED TO 85 °C

Metal Level ARy Via Level AR,
Ml 43.6% Vi 14.6%
M2 43.6% V2 16.3%
M3 43.6% V3 15.5%
M4 51.8% V4 16.3%
M5 50.0% V5 16.3%
M6 57.9% V6 17.3%
% " noR
= 25°CR
103 F --m---196°C R|1
e almost
— = %, nogap
g RS
2 i
§ w, i
3 'n.‘
o Z7 28 29 3 31 32733
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Fig. 5. PD curves for Cortex M3 at —196 °C, using 1vt,1vd configuration,

along with aging effects, and various interconnect models: (a) no R: excluding
interconnect resistance, (b) 25 °C R: original PROCEED interconnect model,
and (c) —196 °C R: accurate interconnect model.

where Ry ,,/, denotes the target metal resistance per unit length
or via resistance at RT, TCR,,, denotes the TCR of the
corresponding metal level or via level, and 7; and 7, denote the
LT and the reference temperature (25 °C), respectively. Then,
the average resistance per unit length of the interconnect can
be given by the weighted sum of wire and via resistances as
follows:

Yo WL - Ry + 37V Ry
W Lot

where WL; denotes the wire length of the ith metal level, V;
denotes the number of vias of the jth via level, and W Ly
denotes the total wire length of the design. For example,
the reduction in the metal resistance per unit length and
via resistance of different levels of Cortex M3 at LT and
RT is shown in Table I. Due to the reduction in metal
and via resistances as temperature decreases, the interconnect
resistance at —196 °C decreases by 32% compared to its value
at 85 °C.

Fig. 5 shows the PD curves of the benchmark under
—196 °C. The three curves are given as follows: without
interconnect resistance, with a simple interconnect model
in PROCEED, and with an accurate interconnect model in
PROCEED-LT. The optimized PD curves of the Cortex M3
using single Vi, (1vt) and Vg (1vd) with the aging effect and
an activity factor of 0.1 is demonstrated. At —196 °C, utilizing

Y

Ravg =

TABLE I

POWER COMPARISON OF CORTEX M3 BETWEEN —196 °C AND 85 °C
USING DIFFERENT INTERCONNECT MODELS WITH THE ACTIVITY
FACTOR OF 0.1 AT 1.5-NS CIRCUIT LATENCY

Power(mW) and improvement

Interconnect Model 85°C | -196°C | Improvement
no R 4.748 0.364 13.04X
PROCEED 5.140 0.422 12.18X
PROCEED-LT 5.242 0.418 12.54X

the PROCEED-LT interconnect model registers approximately
5% less power consumption at the high-performance range
than the original PROCEED interconnect model, which bases
its calculations only on RT parameters without accounting
for the precise resistance of different metal layers and vias.
At lower performance, it is observed that the accurate inter-
connect model and the simple one almost overlap, indicating
that the influence of interconnect resistance discrepancies
on performance is diminished. In addition, as illustrated in
Table II, power consumption at 1.5 ns at 85 °C using the
PROCEED-LT interconnect model is about 2% higher than
that of the original PROCEED model. The power improvement
between —196 °C and 85 °C at 1.5 ns can vary from 12.18x
to 12.54x depending on the interconnect model used. Most
wires in our evaluated benchmark are in metal layers with
lower temperature coefficients of resistance (TCR) in this
technology. In large-scale designs, higher metal layers, which
generally have higher TCR, will be used. Hence, the influence
of temperature on interconnect resistance will be more pro-
nounced, which can be demonstrated by employing an accurate
interconnect model. The minor discrepancies introduced by
different interconnect models suggest that the benefits of LT
in signal delay are less impacted by interconnect resistance.
However, the reduced interconnect resistance at LT plays a
more significant role in the benefits of improved IR drop,
as will be demonstrated in Section IV.

C. Impact of the Aging Model

As we discussed in Section II-C, the processor can poten-
tially benefit from LT conditions when taking into account the
impact of aging. In this section, we show how LT conditions
can mitigate the aging effect of a processor. To the best
of our knowledge, the tool is modeling the aging-induced
AVy from BTI and HCI in a similar way to that described
in [34], [35], and [36], such as (1) and (2). We suppose
that the devices are running for ten years and use Cadence
RelXpert [32] to interpret the influence from BTI and HCI
as the Vi, shifts and the I; degradation for a wide range
of Vyg and Vi, configurations. The relationship between the
transistor’s drain current and the threshold voltage in the
saturation region allows us to correlate the degradation in I,
to shifts in V4. Finally, we combine the Vi, shifts of NFET
and PFET from both BTI and HCI as the aging influence of
ten years under 85 °C and —196 °C. Fig. 6 illustrates the
aging-induced AV, under various stress voltages at RT and
LT. It is clear from the figure that the AV}, of both nMOS and
pMOS devices at LT remains minimal across a wide range of
stress voltages. In contrast, at RT, AV}, increases significantly,
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Fig. 6. Ten-year aging-induced AVy of nMOS and pMOS devices under
various stress voltages at 85 °C and —196 °C.

exceeding 10% at higher stress voltages. When evaluating the
characteristics of the design, we obtain the Vi, shifts of NFET
and PFET based on the Vg4 and nominal V4 conditions and
consider the worst case, i.e., applying the Vi, shifts in the
delay calculation while ignoring them in the power calculation.
In this way, we can assess the end-of-life reliability of the
circuit at different temperatures.

Fig. 7 shows the PD curves of Cortex M3 operating at
85 °C and —196 °C with and without the aging effect. The
results show that the power increases by 5%~10% under the
aging model for equivalent performance at 85 °C when the
operating latency is less than 1.3 ns. After considering the
aging effect, the benefit of LT is more pronounced, improving
from 10.23x to 11.94x at a latency of 1.5 ns. Notably, in the
range of high performance in Fig. 7(b), it is observed that
the power at RT will rapidly increase compared to the curve
without aging. In contrast, the power discrepancy attributable
to aging effects at LT is merely 1% at Ins. The difference in
aging effects at RT and LT is attributed to the fact that the
aging effect is not only influenced by temperature but also
(Vaa — Vin). To achieve high performance, a larger (Vgq — Vin)
is required to increase the transistor switching speeds, and
it consequently exacerbates the influence of HCI. Hence, the
aging effect is more severe with a higher Vy value, and the
performance of the processor running at higher frequencies is
affected. Conversely, at —196 °C, it is possible to substantially
reduce the voltage stress without compromising performance,
thereby alleviating the impact of HCI. Furthermore, as shown
in Fig. 7(b), the aging effect limits the circuit at 85 °C from
achieving higher performance (<1.1 ns), while the limitation
at —196 °C will become obvious only when the operating
frequency is extremely high (<0.7 ns). We observe that the
PD curves with and without the aging effect at —196 °C show
great convergence until the latency is less than 0.65 ns, which
suggests that performance degradation over time is minimized
at LT, reinforcing the notion that LT computing could be more
advantageous for applications that demand high performance
coupled with long-term stability.

After incorporating the accurate interconnect resistance
model and an aging model, the power of processor logic
operating at —196 °C exhibits an improvement ranging from
around 11x to more than 17x for equivalent performance
compared to its 85 °C counterpart. The 1vt,1vd configura-
tion and the accurate interconnect model are used in this
experiment. Subsequent sections will employ the same con-
figurations unless specified otherwise. The activity factor that
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Fig. 7. PD curves of Cortex M3 at 85 °C and —196 °C with and without the

aging effect using 1vt,1vd configuration along with an accurate interconnect
model. (a) Without aging effects. (b) With aging effects.

we use is 0.1 so far, and forthcoming discussions will explore
the influence of the activity factor on LT optimization further.

D. Impact of Activity Factors in LT Operations

This section delves into the impact that varying activity
factors have on the optimization of LT computing. At LT,
the leakage power of the processor is vastly reduced due to
a considerable decrease in leakage current, resulting in the
processor’s total power being predominantly dynamic. While
at RT, the processor consumes more percentage of leakage
power with a lower activity factor since the activity factor only
affects dynamic power and the leakage power stays the same.
It is revealed that the processor optimization at LT computing
benefits more from a low activity factor.

Fig. 8 depicts the PD curves of the Cortex M3 and ACOUS-
TIC, showcasing performance with activity factors 0.1 and
0.01 at 85 °C, as well as —196 °C. LT conditions are observed
to substantially elevate peak performance across multiple
activity factors, more than doubling it with comparable power
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Fig. 8. PD curves of benchmarks using 1vt,1vd at 85 °C and —196 °C with
different activity factors. (a) Cortex M3. (b) ACOUSTIC.

usage, facilitating low delays under 1 ns. As the activity factor
decreases to 0.01, Cortex M3 achieves a 13.43 x improvement
of power efficiency at LT rather than 11.86x with an activity
factor of 0.1 at 1.5 ns. Similarly, the phenomenon can be
observed in the PD curves of ACOUSTIC. Table III shows
the power of various activity factors at 85 °C and —196 °C
with 1.5-ns latency for Cortex M3 and ACOUSTIC. The
figures and the table show that the power at —196 °C is
almost proportional to the activity factor. Table III(b) shows
the improvement of power efficiency of ACOUSTIC from
85 °C to —196 °C at 1.5-ns latency, noting an improvement
ranging from 7.97x to a striking 21.88x as the activity factor
is lowered from 0.5 to 0.001. These results show that LT
computing processors benefit more from lower activity factors

compared to standard RT operations.
E. Benefit of Multi-V;; and Multi-Vy, at LT

The deployment of multi-Vyg (2vd) and multi-Vy, (2vt)
strategies has been revealed to offer substantial benefits [26].
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Fig. 9. PD curves of 1vt,1vd and 2vt,2vd configurations under RT and LT,

along with aging effects and the accurate interconnect model. (a) Cortex M3.
(b) ACOUSTIC.

The 2vt2vd approach can adaptively allocate appropriate Vg
and Vi, values to specific segments of a circuit, particularly
those that predominantly influence power consumption or
latency. This targeted allocation not only optimizes power
savings but also preserves the overall performance of the chip.
The actual benefit of using 2vt2vd is closely associated with
the distribution of the logic path depth of the design.

We adopt 2vt2vd configurations, as described in
Section III-A. As presented in Fig. 9(a) and (b), we compare
PD curves of 2vt2vd and Ivtlvd at 85 °C and —196 °C
for two benchmarks, with the aging effect considered. The
adoption of 2vt2vd configurations under LT conditions notably
diminishes power consumption, showing an additional 5% in
comparison to that at RT for both two benchmarks. Take the
PD curves of ACOUSTIC as an example. 2vt2vd can achieve
11.48x power efficiency improvement, while 1vtlvd can only
gain 10.96x as the temperature decreases from RT to LT at
1.5 ns. As the temperature decreases, the leakage power is
substantially reduced. PROCEED-LT adjusts the lower bound
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TABLE IIT
TOTAL POWER COMPARISON OF VARIOUS ACTIVITY FACTORS BETWEEN
—196 °C AND 85 °C AT 1.5-NS CIRCUIT LATENCY. (A) CORTEX M3.
(B) ACOUSTIC
(@

Power (mW) and improvement

Activity factor

85°C -196°C | Improvement
0.2 10.164 0.803 12.66X
0.1 4.957 0.418 11.86X
0.05 3.032 0.231 13.12X
0.01 0.685 0.051 13.43X
0.001 0.132 0.007 18.86X

(b)

Power (mW) and improvement

Activity factor

85°C -196°C | Improvement
0.5 24.532 3.076 7.97X
0.3 16.615 1.531 10.85X
0.1 6.367 0.578 11.02X
0.01 0.920 0.069 13.25X
0.001 0.189 0.009 21.88X

of the Vi, set lower during the optimization adaptively, which
expands the search space for solutions because a broader array
of Vi, and Vyq combinations becomes feasible with 2vt2vd.
Such an expanded search space potentially renders the Pareto
optimization more effective, optimizing the employment of
the 2vt2vd strategy.

Furthermore, it is noted that the benefits realized from the
2vt2vd configuration vary between benchmarks. In the case
of ACOUSTIC, the 2vt2vd setup can achieve 37% power
improvement compared to 1vtlvd at the equivalent perfor-
mance (1.5 ns), whereas the Cortex M3 demonstrates a more
modest improvement of 17%. The reason for this discrepancy
is that in the ACOUSTIC accelerator, the majority circuit
that dominates the power of the whole design does not have
long path depth, hence not dominating the delay. Conversely,
the circuit paths influencing delay, characterized by greater
depths, constitute a smaller fraction of the total circuits. This
discrepancy allows PROCEED-LT to negotiate the balance
between total power and performance more effectively. On the
contrary, as depicted in Fig. 2(a), the Cortex M3 features
a relatively even distribution of logic paths across varying
depths. Therefore, the advantage of using 2vt2vd configura-
tion is shrunk. In summary, the 2vt2vd strategy is effective
for power reduction without sacrificing performance, and at
cryogenic temperatures, the benefits of using 2vt2vd can be
more evident.

F. Potential Improvement of IR Drop at LT

The static IR drop, which is usually ignored in the analysis
of cryogenic computing, refers to the voltage drop that occurs
when current flows through a resistive path in the circuit [44].
In digital circuits, an excessive IR drop can lead to an insuffi-
cient voltage supply to certain parts of the chip, causing timing
issues and suboptimal thermal behavior. As the interconnect
resistance decreases at LT, the voltage drop on the power
network can potentially be mitigated [45].

We compare the PD curves of Cortex M3 using the 1vtlvd
configuration with and without IR drop at 85 °C and —196 °C
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Fig. 10. PD curves of Cortex M3 using the accurate interconnect model,

1vt,1vd configuration, and an activity factor of 0.1, considering aging effects,
with and without IR drop at 85 °C and —196 °C.

in Fig. 10. Initially, we assume a 10% of supply voltage drop
at 85 °C and compute the effective resistance that causes
the corresponding IR drop. Then, considering the TCR, the
effective resistance value at —196 °C is calculated, and the
IR drop at LT of each Pareto point can be evaluated during
the optimization. The current used to calculate the IR drop
is based on the average current when the circuit operates
with an activity factor of 0.1. We apply the IR drop in the
delay calculation and exclude it from the power calculation,
representing a worst case scenario for chip operation. It is
shown that at lower frequencies of 3~4 ns, the impact of IR
drop at LT is 5% less on average than that of RT. The benefit
of LT computing is more apparent at higher performance.
To achieve high performance at RT, a high (Vag — Vi)
is required, resulting in a rapid increase in the operating
current. In contrast, at LT, the required (Vgg — Vi) to achieve
a comparable performance is lower, which can potentially
reduce the current. The effect of IR drop is more pronounced
at 85 °C, with a 33% increase in power at lower delays, almost
2x of the 17% increase observed at 196 °C for equivalent
performance (1.5 ns). The power efficiency improvement due
to the temperature reduction increases from 11.94x to 14.65x
at 1.5 ns after considering the IR drop. Overall, with the
same circuit architecture, LT computing demonstrates greater
resilience to the impact of IR drop compared to RT.

G. Impact of Vy, Variation Under LT

Attention should be paid to the V4, variation of the devices,
which can result from a variety of process factors in manu-
facturing. We utilize Monte Carlo simulations in Cadence to
get the 30 of Vi, shift of the device. Similarly, we apply +30
AVy, in delay calculation and —30 AV, in power calculation
to assess the worst case scenario.

The impact of V4, variation on PD curves of Cortex M3 at
RT and LT can be seen in Fig. 11. When applying the same 3o
Vi variation at LT (variation), the power increases to almost
2x at the same performance compared to the no variation
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1vt,1vd configuration, and an activity factor of 0.1, considering aging effects,
with and without V4, variation under RT and LT. Variationl: the same 30 as

RT in Vj, variation; variation2: the same ‘3,” as RT in Vy, variation; and w/o

variation: excluding Vi, variation influence.

scenario, whereas, at RT, the power gap is only around 17%.
The comparable 30 AVy, values have a tangible impact on the
PD characteristics, with more significant effects at cryogenic
temperatures. The reason is that at LT, Vg and Vj, are both
scaled down while maintaining the same performance at RT,
which amplifies the sensitivity of circuit characteristics to Vi
changes. Hence, a comparable Vy, variation imposes a greater
impact at LT. In Fig. 11, if the V4, variation at LT maintains
an identical 3,—‘; value as RT’s (variation2), the PD curves
can have a power penalty (around 10%) with no variation
case. This observation highlights a significant challenge for LT
computing circuit designers: the magnified impact of process
variation at cryogenic temperatures. To mitigate the effect of
Vi variation at LT that is equivalent to the impact observed
at RT with the current process, it is necessary to improve
the current process to reduce the 30 AVy, variation as the
Vaa and nominal Vy are scaled down. This adjustment is
crucial for ensuring that LT circuits can leverage the benefits of
lower temperatures without disproportionately suffering from
the adverse effects of V4, variations.

H. Peak Performance Improvement at LT

High peak performance is essential for applications demand-
ing real-time processing and high-speed data analysis.
LT computing can achieve higher peak performances even by
considering multiple effects, such as the aging, the IR drop,
and the Vy, variation.

In Fig. 12, we compare the performance at RT and LT under
equivalent power limitations. We apply an identical 3< T ~ value as
RT to assess the Vy, variation at LT. A high operat10na1 voltage
stress is necessary to satisfy the high-performance requirement
at RT, exacerbating the aging and the IR drop effects and
leading to a sharp increase in power consumption. In contrast,
at LT, these factors, which often degrade performance at higher
temperatures, are more effectively mitigated. Under equivalent
power constraints in the reference case, for example, 5 mW,
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Fig. 12. PD curves of Cortex M3 using the accurate interconnect model and
1vt,1vd configuration at 85 °C and —196 °C. Reference: without considering
any other effect; W/ effects: considering effects of aging, IR drop, and Vi,
variation.

TABLE IV

POWER BREAKDOWN COMPARISON OF CORTEX M3 AT 2.0-NS LATENCY
WITH AN ACTIVITY FACTOR OF 0.1 BETWEEN —196 °C AND 85 °C,
CONSIDERING EFFECTS OF AGING, IR DROP, AND Vg VARIATION

Category Power (mW) and improvement
85°C -196°C Improvement
Dynamic 3.772 (92.50%) | 0.245 (91.76%) 15.39X
Leakage 0.306 (7.50%) | 0.022 (8.24%) 13.90X
Total Power 4.078 0.267 15.05X

the improvement in performance at LT compared to RT
can reach 2.15x. This advantage becomes more pronounced
when multiple effects are considered, achieving a 2.44x
improvement. At the same performance, LT operations exhibit
power reduction ranging from 15x to over 23x with these
effects. Furthermore, as the power limitation decreases, the
performance gap between LT and RT enlarges. Notably, the
achievable peak performance at LT increases to 1.65x that
of RT, while this improvement rises to 2.04x with a 3.51x
power improvement when considering these effects similarly.
In addition, Table IV presents a comparison of the Cortex
M3 energy breakdown results between LT and RT, taking
into account the effects of aging, IR drop, and Vj, variation.
PROCEED-LT optimizes the total power of the circuit, rather
than focusing solely on either dynamic energy or leakage
energy. Both the dynamic energy and leakage energy at 2.0-ns
latency under LT conditions are significantly reduced by over
13x compared to their levels under RT conditions. In con-
clusion, the experiment results demonstrate that the circuit
operations under LT conditions are more resilient against
various performance-degrading factors.

V. CONCLUSION

In summary, in order to reveal the circuit-level advan-
tages and challenges of LT computing a wide power-
performance range, this work develops PROCEED-LT,
a Pareto-based device-circuit co-optimization tool for LT com-
puting, adding support for temperature-dependent interconnect
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model, an aging model, and FinFET devices and improves the
optimization of multi-Vyq or multi-Vy, configurations. LT com-
puting promises lower interconnect resistance, slowed down
device wear-out, low leakage, and high drive current at lower
voltages. For high-performance regimes, LT delivers 10x
power improvement compared to RT, which improves further
to nearly 12x when reduced aging is accounted for. When
improved IR drop due to improved interconnect resistance and
reduced currents are taken into account, the LT-RT energy
difference increases to 14x. Low leakage in LT operation
for low-activity factor scenarios further improves its energy
benefit over RT to as much as 21 x. Furthermore, achievable
peak performance in LT can improve by over 2x compared
to RT. Our results further indicate that control of Vj, variation
to the same percentage levels as RT is critical to preserve LT
benefits.

This work has primarily focused on device-circuit co-
optimization for cryogenic operation. A similar effort is
needed to optimize the interconnect stack for LT. For example,
failures due to electromigration in interconnects will improve
significantly at LTs [14]. Improved reliability and resistance
warrant reengineering the interconnect stack for LT operation
along with power and clock distribution strategies.
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