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Abstract—Spin-Transfer Torque random access memory (STT-
RAM), as a promising non-volatile memory technology, faces
challenges of high write energy and low density. The recently
developed magnetoelectric random access memory (MeRAM)
enables the possibility of overcoming these challenges by the
use of voltage-controlled magnetic anisotropy (VCMA) effect and
achieves high density, fast speed, and low energy simultaneously.
As both STT-RAM and MeRAM suffer from the reliability prob-
lem of write errors, we implement a fast LandauLifshitzGilbert
equation-based simulator to capture their write error rate (WER)
under process and temperature variation. We utilize a multi-write
peripheral circuit to minimize WER and design reliable STT-
RAM and MeRAM. With the same acceptable WER, MeRAM
shows advantages of 83% faster write speed, 67.4% less write
energy, 138% faster read speed, and 28.2% less read energy
compared with STT-RAM. Benefiting from the VCMA effect,
MeRAM also achieves twice the density of STT-RAM with a
32nm technology node, and this density difference is expected to
increase with technology scaling down.

Index Terms—STT-RAM, MeRAM, voltage controled memory,
MTJ, evaluation, write error rate, write speed, write energy

I. INTRODUCTION

MAGNETORESISTIVE random access memory
(MRAM) [1] using magnetic tunnel junctions (MTJ)s

is a promising data storage technology due to its non-volatility,
zero leakage power, high speed, high endurance, immunity to
single-event soft error and high thermal budget [2, 3]. MTJs
switched by Spin-transfer torque (STT-MTJ) [4, 5] potentially
promise the speed and area of dynamic RAM (DRAM) [6].
Therefore, spin-transfer torque RAM (STT-RAM) designed
with STT-MTJs is identified as a possible replacement of
current memory technologies, such as static RAM (SRAM)
Cache [7]–[10] and DRAM main memory [11]. In addition to
the traditional uses, research also focuses on exploring new
memory architectures to utilize its non-volatility (e.g., fast
persistent memory system enabled by STT-RAM [12] allows
to instantly recover from off state). However, STT-RAM faces
the challenge of high write current (around 100 µA at 45nm
node [6]), which does not directly scale with MTJ dimension
[13]. As a result, a large access transistor is always required,
leading to high write energy and low density.

The recent development of voltage-controlled MTJs (VC-
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MTJ)s with voltage-controlled magnetic anisotropy (VCMA)
provides more promising performance than STT-MTJs
[14]–[20]. This technology allows for precessional switching,
a process which provides flipping of the magnetization upon
a voltage pulse, irrespective of the initial state. It enables
the use of minimum sized access transistors, as well as
precessional switching to simultaneously achieve low energy,
high density and high speed magnetoelectric random access
memory (MeRAM). MeRAM reduces switching energy due
to reduced ohmic loss (∼10 fJ/bit [15] for the VC-MTJs with
over 100X higher resistance than STT-MTJs).

Both STT-MTJ and VC-MTJ suffer from the reliability
problem of intrinsic switching failure caused by thermal
fluctuation exacerbated by process variation [21, 22] and
temperature variation. This problem can be quantified by write
error rate (WER), which is the average number of switching
failures per write. STT-RAM can simply reduce the WER by
using high current and long write time. By contrast, MeRAM
does not have a trivial solution, because every VC-MTJ has
an optimal write pulse giving the lowest WER, and the effect
of variation on the optimal pulse is less straight forward.

Considering the advantages and disadvantages, MeRAM
requires a comprehensive evaluation, while STT-RAM, which
is better known and has similar structure and fabrication
process, is an appropriate reference. To accurately compare the
reliability of the two technologies, the WER must be precisely
captured. The state-of-art method is the LandauLifshitzGilbert
(LLG) differential equation based Monte-Carlo simulation
(e.g., [23] for STT-MTJs). However, previous implementations
were too slow to be adapted for high-accuracy simulations
needed for large memory array. As a result, limited samples
were simulated in previous STT-RAM studies [21, 24], which
could not address WER below 10−4. This may lead to inap-
propriate designs, e.g., the WER of 10−8 requires 20% more
write current than 10−4 for STT-MTJs. Moreover, the context
of circuit-level optimization is also essential given that periph-
eral circuit can significantly affect memory performance. For
instance, MRAM can leverage circuit techniques to mitigate
the WER by trading off the speed and power.

In this paper, we perform the first comprehensive circuit-
level comparison between MeRAM and STT-RAM with re-
spect to reliability, power, performance, density, and scalability
using a high-speed Monte-Carlo simulator. Our contributions
are summarized as follows.

• The LLG equation is modified to include thermal fluctu-
ation, temperature dependence, STT and VCMA effect.
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Fig. 1: (a) Writing mechanism of STT-RAM and MeRAM. (b) VC-MTJ is switched by unidirectional voltage pulses. The first two same pulses
switch the resistance state of a VC-MTJ from P to AP and then back to P, the third double-width pulse make two switches continuously.
(c) STT-MTJ is switched by directional current pulses, and the switching directions depends on the direction of current.

• Based on the LLG equation, a simulator is implemented
in CUDA on GPU platform1. It completes 100,000 sim-
ulations within 2s.

• The density and scalability of STT-RAM and MeRAM
are analyzed based on the 32nm design rules and derived
models respectively.

• The impact of process and temperature variation on STT-
RAM and MeRAM is compared: for the first time the
variation impact on MeRAM is analyzed; the temperature
related behavior is analyzed using more accurate model
than existing studies.

• The WER of both MRAMs is minimized below an
acceptable rate by utilizing multiple writes enabled by
the pre-read and write sense amplifier (PWSA) [25]. With
this design, a fair circuit-level energy-speed comparison
between STT-RAM and MeRAM is carried out.

The paper is organized as follows. Section II describes
the LLG based model and simulation in detail. Section III
analyzes the scalability of STT-RAM and MeRAM. Section IV
designs MRAM cells under process and temperature variation
and compares the cell density of two MRAMs with 32nm
design rules. Section V analyzes the WER of the nominal
MTJs and MRAMs with process and temperature variation
separately. Section VI introduces the PWSA multi-write design
and carries out a circuit-level comparison with respect to
write latency, energy and MRAM failure analysis. Section VII
concludes the paper.

II. MODELING AND SIMULATION

Both STT-MTJ and VC-MTJ are resistive memory devices,
their resistances are determined by the magnetization direc-
tions of two ferromagnetic layers. The direction of one layer
is fixed (referred to as reference layer) while the other one
can be switched (referred to as free layer). A low resistance
is present when magnetic directions in the two layers are
parallel (referred as P state); a high resistance is present when
the two directions are anti-parallel (referred as AP state).
The two states are utilized to store ”0” and ”1”. Tunnel
magnetoresistance (TMR, defined as (RH − RL)/RL) over
200% has been demonstrated, which means that the high
resistance can be over 3X of the low resistance. Based on
the magnetization direction of the two layers, MTJs are clas-
sified as in-plane and out-of-plane (perpendicular magnetized)

1Freely available at http://nanocad.ee.ucla.edu/Main/DownloadForm

devices. Recently, STT-RAM with out-of-plane MTJs is found
to have lower write current and less fabrication challenge than
in-palne MTJs [26]–[29]. The magnetic anisotropy of out-
of-plane MTJs is dominated by the perpendicular magnetic
anisotropy (PMA). In this paper, we consider the STT-RAM
and MeRAM with out-of-plane MTJs.

Although STT-MTJs and VC-MTJs share a similar device
structure and data storing mechanism, their switching mecha-
nisms differ as shown in Fig. 1, e.g., in an STT-MTJ, polarized
electrons flowing from the reference layer to the free layer
switch the magnetization of the free layer to P state; when
electrons flow in the opposite direction, the reflected electrons
from the reference layer switch the free layer to AP state.

Unlike STT-MTJ, VC-MTJ utilizes an unidirectional voltage
pulse to make both switches from AP to P and from P to AP.
As is illustrated in Fig. 2, the energy barrier Eb separates the
two stable states of the free layer magnetization (pointing up
and down) when the voltage applied across the VC-MTJ is 0.
The energy barrier Eb decreases with the voltage increase due
to VCMA effect. When the voltage reaches VWrite (> 0, see
Eqn. 8), full 180o switching can be achieved by timing the
precessional switching of magnetization.

In the MTJ switching simulation, the magnetization in
the free layer during any short interval (e.g., 0.25ps in our
setup) is described by an LLG differential equation. The entire
switching is captured by iteratively solving the LLG equations
in sequence. The WER is then extracted from numerous
simulations in a Monte-Carlo approach. Shorter interval and
more simulations can improve the accuracy at the expense of
time. The LLG equation (1) describes the dynamic behavior

Fig. 2: VCMA-induced precessional switching. When a voltage is
applied on the VC-MTJ, the energy barrier separating the two mag-
netization states of the free layer is reduced so that the magnetization
state starts to spin.
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Fig. 3: During a write of the STT-MTJ, VCMA may assist the thermal
activation to cause unintended switching. This effect can improve
the switching probability when the write pulse width is insufficient
to switch the STT-MTJ, on the other hand, may lead to switching
failure when the write pulse width is sufficiently long.

of the free layer magnetization vector M in the presence of
an external field (HExt), shape anisotropy (HShape), PMA
(HPMA), and thermal fluctuation (HTherm), as follows.

dM

dt
= −γ (M ×H) +

α

MS
·M × dM

dt
(1)

+ γ
αJ (θ)

MS
M × (M × p)

H = HExt + HShape +HPMA + HTherm

Where γ is the gyromagnetic ratio, H is the effective magnetic
field, α is the intrinsic damping constant, MS is the saturation
magnetization, and αJ is the amplitude of the spin-transfer
torque induced by current. HPMA can be reduced by voltage
due to the VCMA effect, which is expressed below.

HPMA =HPMA (0) · (1− ζ · VMTJ) (2)
HPMA (0) =2K/ (tFL ·MS)−MS

ζ =ξ/ (K · tMgO)

Where VMTJ is the applied voltage, tFL and tMgO are
the thickness of the free layer and MgO layer respectively,
K is the anistropy constant, ξ is the anisotropy change
slope, ζ is the VCMA factor with the unit of V −1. Positive
VMTJ causes VCMA effect to reduce HPMA as well as the
perpendicular magnetization to cause precessional switching
[14]. An optimal applied voltage can exactly cancel out the
perpendicular magnetization, and then a perfect precessional
switching (controlled by the in-plane external magnetic field
HExt) starts, during which the magnetization in the free layer
rotates. The optimal pulse width equals to the half cycle of
the precessional switching [16]. More specifically, the optimal
pulse allows the magnetization to rotate exactly 180o. The
VCMA effect is considered for both STT-MTJ and VC-MTJ,
while previous circuit-level STT-RAM studies ignore it. As an
example, the impact of VCMA effect on an STT-MTJ is shown
in Fig. 3: VCMA can change the WER. When a write current
is applied, the voltage drop on the STT-MTJ reduces the PMA
and increases the chance of thermal activated switching. Hence
when the write pulse is not long enough to guarantee a switch,
the thermal activated switching assisted by VCMA increases
the switching probability, but when the write pulse is long
enough, it induces errors.

TABLE I: Modeling parameters at 300K.
γ [m/(A · S)] MS [A/m] ξ [fJ/ (V ·m)] α

2.2 · 105 1.2× 106 STT: 37 [30, 37], VC: 85 [38] 0.02
HExt [A/m] K [J/m2] PSV , PTunnel TMR

1.1 · 104 1.068 · 10−3 0.66 [35] 100%

The HTherm in (1) is the thermal fluctuation field and ran-
domly determined as a variable following Normal distribution
at each simulation interval (3).

HTherm = Norm3d(0,

√
2kBT

γMStFLA
) (3)

Where A is the area of the MTJ, kB is the Boltzmann constant,
and T is the temperature.

Temperature significantly affects the MTJ switching behav-
ior, e.g., the WER of an STT-MTJ can increase from 10−8 to
10−6 with temperature rising from 300K to 350K (see Fig.
9). Except HTherm, other terms in (1) also change with
temperature as described in (4) [30], which are commonly
ignored in previous large-scaled MRAM studies [7, 8]. In-
situ thermal sensors [31, 32] may help to monitor MRAM
temperature and modulate MTJ write schemes.

MS (T ) =M∗
S

(
1− (T/T ∗)

3/2
)

(4)

K (T ) =K∗ · (MS (T ) /M∗
S)

2.18

ξ (T ) =ξ∗ · (MS (T )/M∗
S)

2.83

Where T ∗ is 1120K, and M∗
S , K∗, and ξ∗ are corresponding

parameters at 1120K.
The spin-transfer torque effect is described in (5) [28].

αJ (θ) =
h̄g (θ)

2eMStFL
J (5)

Where h̄ is the reduced Plank constant, g(θ) is the spin-
torque efficiency factor [33], θ is the angle between the two
magnetizations of the free layer and reference layer, and J is
the current density through MTJ. g(θ) can be further expanded
at (6) [27, 33, 34].

g (θ) =gTunnel (θ) + gSV (θ) (6)

gSV =
[
−4 + (1 + PSV )

3
(3 + cos θ) /

(
4 · PSV

3/2
)]−1

gTunnel =0.5 · PTunnel/
(
1 + P 2

Tunnel cos θ
)

Where gTunnel and gSV , as functions of θ, are polariza-
tion efficiency of tunnel current and spin valve respectively.
PTunnel and PSV are material-dependent polarization factors
for the tunnel current and current passing through ferromag-
netic layers respectively [34]. These two parameters are not
necessarily equal, while we use 0.66 [35] for both of them in
this paper. The required switching current (known as critical
current) differs from switching directions due to the difference
in polarizing efficiency [36]. The parameters used in the model
and simulation are listed in Table I.

Inspired by the massive floating point calculations involved
by the LLG equation and highly independent operations in
Monte-Carlo simulations, we implement the switching simu-
lator in CUDA, and it completes 100,000 simulations within 2s
on NVIDIA Tesla M2070. The model has been validated. The
speed improvement comes from highly parallel simulations
[39]–[41].
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III. SCALABILITY

In this subsection, we analyze the scalability of STT-RAM
and MeRAM regarding retention, write power, area, and
fabrication challenges. Retention, as one of the most important
metric for memory system [42], determines the available data-
storing time and thus is a non-scalable parameter [6]. An
MTJ with low retention is easy to flip, but high retention
increases the write difficulty. Considering the trade-off, an
efficient design should have its retention as low as possible
but satisfy application requirement. For STT-MTJ and VC-
MTJ, the retention time (mean time to false switching during
idle state) τ is an exponential function of thermal stability∆
[43, 44].

τ =τ0 exp (∆) (7)

∆ =
HK,effMSAtFL

2kBT
Where HK,eff is the sum of perpendicular components of
HShape, HExt, and HPMA. Based on [14, 28], we derive
the critical current of STT-MTJ and the optimal voltage of
VC-MTJ as functions of ∆ and MTJ area A in (8).

ISTT (A,∆) ≈4kBTe

h̄g
∆ ∝ ∆

g
(8)

VV C (A,∆) ≈ 2kBT∆

ζM2
StFLA

∝ ∆

ζA
Where e is the elementary charge, g is the spin-torque polar-
ization efficiency, and ζ is the VCMA factor. From (8), the
critical current ISTT of STT-MTJ does not directly depend on
the MTJ dimension given that the thermal stability is constant.
But as g increases with decreased A due to the sub-volume
excitation for large MTJs with lateral size over 50nm [45],
ISTT can be slightly reduced by scaling dimension. However,
the reduction trend does not continue for small MTJs. The
optimal voltage VV C of VC-MTJ is inversely proportional to A
indicating that it will increase with dimension scaling. Hence,
the key for scaling both technologies is finding materials that
provide more g and ζ.

With respect to the memory density, access transistors
dominate the area rather than the MTJs (see Fig. 4). Because
of the non-scaling critical current for small STT-MTJs, access
transistors in STT-RAM have to increase the width/length ratio
with dimension scaling down. MeRAM always uses minimum
sized transistors and hence promises better scalability in
density. Alternatively, MeRAM can be integrated in a much
denser cross-bar structure, unlike STT-RAM [16].

In terms of fabrication, both STT-RAM and MeRAM face
the challenge scaling MgO thickness. Scaling dimension forces
STT-MTJs to reduce MgO thickness, and thin MgO may
contain defects[46], such as pin-holes, which can cause MTJs
to fail. Though MeRAM has thicker MgO because of the high
resistance of VC-MTJs, increasing write voltage may cause
MgO breakdown. Again, these challenges can be overcome
by finding better materials with higher g and ζ.

IV. MRAM CELL DESIGN AND VARIATION

As discussed in Section III, both STT-MTJ and VC-MTJ
face scaling problems, and enlarging MTJs exacerbates write
difficulty but does not improve thermal stability due to the sub-
volume excitation [48]. Considering these factors, we set the

Fig. 4: Layouts of STT-RAM and MeRAM under 32nm design rules.
The area of an STT-RAM cell is twice the area of a MeRAM cell, as
an STT-MTJ requires a 3X wider access transistor than a VC-MTJ.
Vertical transistor like nanowire may help to reduce area inefficiency
[47]

diameter of STT-MTJs and VC-MTJs to 60nm (i.e., a circular
MTJ structure), which has been demonstrated [49] for STT-
MTJs. Access transistors and peripheral circuit are built with
32nm planar CMOS technology. The layouts of STT-RAM
and MeRAM are drawn in Fig. 4 under 32nm design rules.
The density of MeRAM is twice of STT-RAM for the reason
that STT-MTJ needs 3X wider access transistors.

Table II lists the design parameters of MRAM cells (nom-
inal and variation). In an MRAM cell, an MTJ is connected
with an access transistor (1T1M), The MTJ resistance variation
due to the MTJ shape variation was identified as a big design
concern [21, 24, 54, 55]. But it is actually a secondary
problem of the re-deposition of etched products on the MTJ
sidewalls in current plasma-based etching system, where the
re-deposition may cause an MTJ failure [56] and a shape
TABLE II: Design parameters for MTJs and access transistors. The
transistors’ threshold voltage variation considers the effects of line
edge roughness (LER), random dopant fluctuation (RDF), and non-
rectangular gate (NRG). Access transistors of MeRAM have larger
threshold voltage variation because narrow transistors are affected
more by NRG, RDF, and LER.

Devices Parameters Mean Variation

STT-MTJ

Diameter 60nm σ=1nm [50]
MgO thickness 0.7nm σ=0.001nm [51]

TFL 1.20nm σ=0.003nm [52]
Thermal stability 71.6 (51.9@350K) σ=3.0 (2.3@350K)

Resistance 1KΩ / 2KΩ dependence
Cell area 24F 2 (F: MTJ diameter)

VC-MTJ

Diameter 60nm σ=1nm [50]
MgO thickness 1.3nm σ=0.001nm [51]

TFL 1.19nm σ=0.003nm [52]
Thermal stability 73.7 (53.6@350K) σ=3.1 (2.3@350K)

Resistance 100KΩ / 200KΩ dependence
Cell area 12F 2 (F: MTJ diameter)
Length 30nm σ=2.1nm [6]

Width 200nm(STT)
σ=2.1nm [6]Access 48nm(Me)

transistor Threshold 493mV, LER, σ=22.6mV (STT)
voltage RDF, NRG [6, 53] σ=42.4mV (Me)
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Fig. 5: WER of the nominal STT-MTJ as a function of pulse width
for different perfect current pulses (constant current) and switching
directions.

change. Developing selective-etching process is expected to fix
both problems by forming volatile compound during a etch.
Less than 4% in size variation has been shown for fabricated
50nm STT-RAM [50]. We pessimistically choose σ = 1nm
in our simulation where 6σ is 10% of the MTJ diameter.

The designed MTJs have thermal stability margins of 10
σ at 300K and 5 σ at 350K for the requirement of 40.3 [6]
(i.e., 10 years retention time ). External magnetic field in VC-
MTJs assists the precessional switching, but reduces thermal
stability, and hence the free layer thickness of VC-MTJs is set
thinner to offset the thermal stability loss.

Comparing with the MTJ, CMOS variation has been well
analyzed. Major variations in the 32nm planar technology
are considered in Table II. FinFET and Tunneling FET tech-
nologies [57]–[59], which is possibly introduced for scaled
MRAM, shows slightly smaller impact from process variation
[60].

V. WRITE ERROR RATE OF MRAM

The reliability problems of MRAMs include retention error,
read disturbance, read failure, and write error. We focus on
the write error in this section, which is our main contribution,
and the other failures are discussed in Section VI-B.

A. Write Error Rate of MTJs without Variation

Fig. 5 shows the WER of the nominal STT-MTJ. The two
switching directions have different WER due to the asymmet-
ric polarization efficiency (6). When the STT-MTJ switches
from AP to P, the polarizing current changes from the majority
to minority, while the polarizing current changes from the
minority to majority in the opposite direction.
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Fig. 6: The WER of the nominal VC-MTJ as a function of pulse
width for different perfect voltage pulses and switching directions.
A VC-MTJ has an optimal pulse, which leads to the lowest WER.
The curve of 1.2V has the lower overall WER than 1.1V and 1.3V,
indicating 1.2V is closer to the optimal voltage.
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Fig. 7: (a) Write current (voltage) pulse on STT-MTJs (VC-MTJs).
The rise and fall time are measured by the time while voltage is rising
and falling between 10% and 90% of the peak voltage respectively.
(b) Mean of write current on STT-MTJs as a function of MTJ
resistance. (c) mean of write voltage on VC-MTJs as a function of
MTJ resistance.

The WER of the nominal VC-MTJ is shown in Fig. 6. The
curve of 1.2V is observed to have lower overall WER (for
different pulse widths) than 1.1V and 1.3V indicating that it
is closer to the optimal voltage. A non-optimal voltage either
under-compensate or over-compensate the PMA, resulting in
an imperfect precessional switching and thus a higher WER.
As can be seen in Fig. 6, the low WER region of 1.3V
averagely locates left (shorter pulse width) to 1.2V and 1.1V,
as 1.3V over-compensates the PMA more to result in a faster
precessional switching. Small WER asymmetry is observed
for the two switching directions, because the write voltage
induces leakage current and corresponding STT effect, which
assists the switching from P to AP but resists the switching
from AP to P.

B. Write Error Rate of MRAM Array

To estimate the WER of an entire array with temperature and
process variations, WER must be simulated for different cells
that have varying design parameters.

The variations of access transistors result in variation of
write pulse voltage, rise and fall time as is shown in Fig.7
a. We obtain the distribution of the write pulse using Monte-
Carlo SPICE simulations. In simulations, an access transistor
is connected with a resistor and a capacitor (a lumped model
TABLE III: Summary of write pulse variation due to transistor
process variation at temperature of 300oC and 350oC. Mean shift
is the percentage change of parameters’ mean between high and low
MTJ resistance states

MTJ Parameters mean shift σ/µ

STT-MTJ
IMTJ < 26.5% < 16%

Rise time < 7.0% < 10.6%
Fall time < 11.5% < 14.1%

VC-MTJ
VMTJ < 3.5% < 1.0%

Rise time < 3.6% < 11.1%
Fall time < 88.1% < 7.3%



6

Fig. 8: A Monte-Carlo simulation flow to obtain the WER of 1T1M
MRAM array. N is the sample size, and T is the simulation time
including a writing time and a waiting time (for the MTJ to settle
down, e.g., waiting time is 20ns in the simulations).

for the MTJ [61]). The parameters of access transistors are
randomly determined based on Table II. Then the distribution
of pulse current (current through STT-MTJs), pulse voltage
(voltage on VC-MTJs), pulse rise time, and pulse fall time
are statistically extracted from 100,000 simulations for each
MTJ resistance state (i.e., resistance changes during switching)
and VCC (the supply voltage between 0.9V to 1.3V, which
drops over an access transistor and an MTJ in series). The
standard deviation (σ), mean (µ) of pulse current and voltage
vary with MTJ resistance. As is shown in Fig. 7 b and c,
the µ of pulse current changes up to 26.5% with STT-MTJ
resistance, whereas the µ of pulse voltage only changes below
3.5% with VC-MTJ resistance because that the high resistance
of VC-MTJs drops more than 95% of the VCC . The σ/µ of
pulse current in STT-RAM is up to 16%, whereas the σ/µ
of pulse voltage in MeRAM is below 1% for the reason
that in STT-RAM the pulse current is mainly controlled by
access transistors and thus suffers more impact from transistor
variation. The σ, µ of pulse rise time are mainly determined
by access transistors, which barely do not depend on MTJ
resistance. For a given VCC , the µ varies within 7% with
resistance, and the σ/µ is around 10%. By contrast, the fall
time is mostly determined by the leaking current through
MTJs. In STT-RAM the µ of pulse fall time varies between
61.6ps and 70.6ps with MTJ resistance, while the µ for
MeRAM is much longer and varies between 128ps and 248ps
because of the high resistance of VC-MTJs. The σ/µ of pulse
fall time due to transistor variation is around 9% (maximum
14.1%) for STT-RAM and 5% (maximum 7.3%) for MeRAM
for different VCC and temperatures. We summarize the write
pulse variaiton in Table III.

The σ, µ of pulse current/voltage, rise/fall time are fitted
to polynomial models of MTJ resistance, which are accurate
enough as their dependence on resistance is nearly linear. The
models are inputs to the CUDA simulator. The Monte-Carlo
simulation flow is shown in Fig. 8. At the beginning of a
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Fig. 9: The WER of an STT-RAM under process and temperature
variation for different write pulses and switching directions (a: P to
AP, b: AP to P).

simulation, pulse voltage/current, rise/fall time, and MTJ pa-
rameters are generated following Normal distribution. During
the simulation, pulse voltage, current, and fall time are updated
according to the MTJ resistance state.

The WER of a 1T1M STT-RAM is shown in Fig. 9. As ex-
pected, the WER of STT-RAM decreases monotonically with
increasing VCC and pulse width, and the WER increases with
temperature. The switching from P to AP shows higher WER
due to the asymmetry in spin-torque polarization efficiency.

The WER of a 1T1M MeRAM is shown in Fig. 10. Unlike
the results of the nominal VC-MTJ, the MeRAM with process
variation cannot achieve WER below 10−8 because there is
no common optimal voltage for all VC-MTJs in the MeRAM.
Temperature also has significant impact on the MeRAM: the
WER of the the pulse (1.26V/1.42ns), which gives the lowest
WER at 300K, increases 1000X at 350K; the voltage that gives
the lowest WER changes from 1.26V at 300K to 1.20V at
350K because high temperature leads to low thermal stability
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Fig. 10: WER of an MeRAM under process and temperature variation
for different write pulses. The WER is averaged over two switching
directions.
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Fig. 11: Data program flow for the PWSA multi-write design.

and thus low required voltage (8); the pulse width giving the
lowest WER for a given voltage decreases with temperature
for the reason that higher temperature reduces the horizontal
demagnetization field, then the external field is less canceled
and drives the precessional switching faster. Despite of the
high WER, MeRAM shows clear speed advantage.

VI. CIRCUIT-LEVEL EVALUATION

A. MRAM Write/Read with PWSA Multi-write Design

As well desired, peripheral circuit can improve the reliability
of MRAMs at the expense of speed, power, and area [62].
Memory with multi-write schemes can significantly reduce
write errors, e.g., incremental step pulse programming for
Flash technology [63]. We utilize PWSA [25] to reduce
the WER of MRAMs, where PWSA is a peripheral circuit
designed for STT-RAM’s and MeRAM’s write and read oper-
ations. As MeRAM uses an unidirectional pulse to write both
”1” and ”0”, PWSA uses an operation called pre-read to check
the stored data prior to a write, and no write is performed if the
stored data matches the writing one. In addition to pre-read,
PWSA also enables multi-write policy which can perform
additional write after a write error. The data flow in Fig. 11
illustrates the PWSA multi-write design. It is noticed that read
failure has been well analyzed in [21, 55, 64], which is mainly
caused by process variation and is a permanent failure (not like
write error). Read failure can be eliminated by chip test at the
expense of yield loss. All pre-read, comparison, and read share
one sense amplifier and are assumed to be error-free operations
in the PWSA multi-write design.

We divide the multi-write flow into four steps: read (also
pre-read, including pre-charge and sensing), load, comparison,
and write (including control of logic circuit and MTJ switch-
ing). To obtain reasonable delay and energy consumption of
the peripheral circuit, each sense amplifier is connected to a
bit-line of 256 1T1M cells and a ref bit-line. The delay and
energy for these steps are extracted from Spectre simulation
of PWSA circuit [25] using 32nm PTM HP model [65] and
are listed in Table IV. To guarantee a good pulse shape for
the write in MeRAM, a pre-charge operation is performed
to raise the bit-line voltage to VCC prior to turning on
access transistors, where the pre-charge takes around 0.15ns.
Though STT-MTJs do not have strict requirement on the pulse
shape, STT-RAM needs to raise bit-line voltage to bias access
transistors to offer required write current, which takes similar
delay and consumes more power due to its larger access
transistors. Conversely, the read energy of STT-RAM is lower,
because the low resistance of STT-MTJ allows lower read

TABLE IV: Energy and delay for operations in the PWSA multi-write
circuit at 300K temperature.

Operations Energy(fJ) Delay (ns)
STT-RAM MeRAM STT-RAM MeRAM

Read (Pre-read) 54.7 91.0 1.8 2.0
Load 122.4 122.4 1.3 1.3

Comparison 15.2 15.2 0.4 0.4
Write (logic) 691 318 0.5 0.5
Write (MTJ) 680/ns 10.1 ≥ 3 1.42

voltage than VC-MTJ. The difference of read delay is within
0.2ns. MeRAM shows great advantage in the MTJ switching
energy, whereas this energy is a bottleneck for STT-RAM due
to the high leakage current caused by the low resistance of
STT-MTJs. The switching energy can be reduced by pre-read,
though pre-read is not mandatory for STT-RAM (i.e., the STT-
MTJ can be directly written with directional current).

We utilize the PWSA multi-write design to achieve reliable
STT-RAM and MeRAM with the same acceptable WER and
then compare the expected latency and energy of writing a
word. The acceptable WER is < 10−23 for a cell in one
multi-write operation, which is slightly smaller than the soft
error rate in DRAM technology [66] and can be handled by
error-correction code (ECC) designs. A word is a set of bits
to be written in parallel, and the size of word varies from
storage devices, e.g., a main memory usually writes 64 bits
in parallel. The expected write latency/energy is the sum of
products of the delay/energy and probability for all possible
scenarios (i.e., different numbers of writes for different number
of bits). In our calculations, we assume the memory system
to store ”1”s and ”0”s in balance, which means there is 50%
probability that the bit to be written equals to the bit stored in
the target MRAM cell. As the multi-write design writes only
to the cells that fail in the pre-read check or previous writes,
so the expected energy does not count the write energy of the
cells that do not need writes (i.e., energy of the pre-read and
comparison is always counted). There is a maximum allowed
write times per multi-write operation to avoid infinite writes
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Fig. 12: Expected word-write energy and latency for MeRAM and
STT-RAM with PWSA multi-write circuit. The word size is 256bits,
which are the number of bits being simultaneously written. The
WER/bit after multiple writes is minimize below 10−23. The labels
3ns, 6ns, and 9ns on STT-RAM are single write pulse widths. The
pre-read is not mandatory for STT-RAM. The top circled designs
are STT-RAMs without pre-read operation. The bottom circled ones
are STT-RAMs with pre-read operation, which count the overhead of
pre-read but save unnecessary write.
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Fig. 13: Impact of word size and temperature on the expected write
latency and energy of MRAMs. All bars are normalized within each
group to the expected write latency of MRAM at 300K with 64-bit
word size.

in case that permanently failed cells exist, which is calculated
by the number of writes to achieve the acceptable WER of
10−23, e.g., three for MeRAM at 300K.

We tried multiple write configurations for STT-RAM to
explore tradeoffs between write latency and energy: with pre-
read, without pre-read, and different write pulse widths for
switching from P to AP including 3ns, 6ns, and 9ns. For
switching from AP to P, the pulse width is set to 3ns, which
exactly achieves the acceptable WER. The VCC for STT-RAM
is chosen to 1.3V, which is the most efficient one in Fig. 10a.
The write pulse used for MeRAM is the optimized pulse at
300K (1.26V/1.42ns, see Fig. 10b). The pre-read is mandatory
for MeRAM.

Fig. 12 shows the expected write energy and latency for
STT-RAM and MeRAM with PWSA multi-write design at
300K. Benefiting from the fast and energy-efficient switching
of VC-MTJs, MeRAM shows substantial advantages of both
speed and energy against STT-RAM. Among configurations
for STT-RAM, the one with the shortest pulse width of 3ns
and pre-read gives the lowest expected energy, as most cells
can pass the comparison check in the pre-read and the first
write. Nevertheless, it has the longest expected latency for that
the pre-read adds latency and its high WER leads to the most
write errors and write iterations. The STT-RAM with 6ns pulse
without pre-read shows the fastest speed, as a comparison,
the 9ns pulse has lower WER but higher latency and energy,
because the benefit of the lower WER does not compensate the
overhead brought by its longer pulse. This also indicates that
directly using a long pulse in STT-RAM to guarantee zero
WER is not an energy-latency efficient design. The energy-
latency Pareto fronts of STT-RAMs are 3ns with pre-read,
6ns without pre-read, and 6ns with pre-read.

Fig. 13 shows the impact of word size and temperature on
the write latency. A longer word usually leads to more write
iterations as more cells are written giving rise to more write
errors. The STT-RAM with the 3ns pulse is affected most by
the word size due to its high WER. The STT-RAM with 3ns
pulse and MeRAM are affected most by temperature, as their
WERs increase the most from 300K to 350K (i.e., the WER
of a MeRAM cell increases from 9×10−8 to 2.2×10−4, and
the WER of an STT-RAM cell with 3ns pulse increases from
0.06 to 0.09). Moreover, the temperature induced overhead

TABLE V: Failure types and FIT for a 16MB memory bank.
109 reads and 109 writes in a bank-hour are assumed. The read
disturbance rate is extrapolated from simulations. As a comparison,
the FIT of single-bit fault in a 16MB bank is about 2 · 10−4 [66],
and the FIT of DDR bus errors is about 100 [68].

Failures write errors retention error read failure ∗read disturbance
Types non-persistent non-persistent persistent non-persistent

MeRAM < 10−5 < 0.58 < 0.0029 4 · 10−6

STT-RAM < 10−5 < 3.4 < 10−15 3 · 10−43

increases with word size. Illustrated from the comparison of
two STT-RAMs with 6ns pulse, pre-read can mitigate the
impact of temperature variation for the reason that about 50%
writes are saved if pre-read is enabled. For all MRAM designs,
maximum 15% latency increase is shown due to temperature
variation, whereas energy only shows maximum 2.3% increase
at 350K against 300K. Among the energy overhead, a big
portion comes from the energy of bit-line charging (i.e., 4%
increase in this energy from 300K to 350K). Again, the small
energy overhead is because that most cells only need one write.

The delay and power overhead of pre-read and comparison
are simulated and listed in Table IV. In this section, we
analyze the area overhead of PWSA. One PWSA contains 37
transistors and one regular STT-RAM sense amplifier contains
8 transistors [67]. Considering the bit-line size of 256 cells and
four bit-lines sharing one sense amplifier, the area overhead
is 2.7%. However, the area of design also depends on size of
transistors. The transistors of sense amplifier for STT-RAM
are much larger than those for MeRAM given that STT-RAM
requires larger write current. Indeed the PWSA (37 transistors)
for MeRAM occupies 20% less area than the regular sense
amplifier (8 transistors) for STT-RAM.

B. Failure Analysis and Error Correction

As is listed in Table V, memory failures in STT-RAM and
MeRAM are classified into four types: write errors, retention
errors, read failure, and read disturbance. We use failure-in-
time (FIT, average number of failures in a billion-device-
hours) to represent the error rate for these faulure types.

Write errors have been analyzed in the Sections V and VI-A.
The multi-write scheme significantly reduces write error rate.
Its FIT for an 16-MB MeRAM bank decreases from over 1010

without multi-write scheme to below 10−5 with multi-write
scheme.

False switching of MTJs during idle state is called retention
error. As is mentioned in Section III, the VC-MTJs and STT-
MTJs have been designed with enough margin in thermal
stability to minimize the retention error. The FIT of retention
error in a 16-MB MRAM is calculated according to Table II
and is listed in Table V.

Read failure due to the MTJ resistance variation [21, 55,
64] is a persistent memory failure which stay in memory and
frequently produces errors. More specifically, large shape vari-
ation of an MTJ can lead to significant resistance change which
decreases sensing margin and results in read errors. Read
errors are produced in all reads to a failed MTJ (with large
resistance change) indicating that the multi-write design also
creates write errors due to the involved read step. However,
the multi-write design does not increase read error rate for the
fact that such write errors only occur on failed MTJs, and the
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Fig. 14: Read disturbance rate as a function of read voltage. The read
disturbance rate for MeRAM and STT-RAM are extrapolated to the
read voltage drop on MTJs (0.48V and 0.15V are respectively for
VC-MTJs and STT-MTJs).

failed MTJs are always read out incorrectly. The resistance
change due to shape variation is mainly caused by wafer-level
process variation [1], which can be minimized by increased
TMR or recently developed peripheral circuit designs, e.g.,
the local-reference reading scheme [69] and the self-reference
scheme [70]. In our experimental setup, the AP and P re-
sistance for STT-RAM (MeRAM) are 2, 000Ω(200, 00Ω) and
1, 000Ω(100, 000Ω) respectively, and reference resistors are
1, 500Ω(150, 000Ω). Reference resistors are fabricated with
traditional CMOS process, and their variation are negligible
compared to MTJs. The MTJ resistance variation is assumed
to follow Gaussian distribution [21, 55]. In [51], standard
deviation of MTJ resistance is measured as 1.5% of mean
resistance from a 4-Mb MRAM array. Accordingly, we cal-
culate its MgO thickness variation in Table II and estimate
the resistance standard deviation of 2.6% for STT-MTJs and
VC-MTJs with the diameter of 60nm. By setting 0.05V sens-
ing margin for sense amplifiers to operate functionally (i.e.,
0.05V is enough for the limited variation of large sized sense
amplifiers), our sensing scheme (using PWSA and 2ns sensing
time) can tolerate 17.5% resistance variation (i.e., STT-RAM:
20% in AP and 45% in P, MeRAM: 17.5% in AP and 40%
in P). It is noticed that we consider both access transistor
variation and MTJ shape variation, but the access transistor
variation has negligible impact due to the low sensing voltage
(0.2V for STT-RAM and 0.48V for MeRAM), where sensing
current is dominated by MTJs. The read failure rate of an
MTJ due to resistance variation is 1.75 · 10−10, which gives
rise to 99.22% yield for a 16-MB bank array. Redundancy
technique of sparing columns is a common technology for
yield improvement. By adding one sparing column (every
column has 256 cells) to every mat (contains multiple rows and
columns, e.g., a 16-MB bank has 64 mats, and every mat has
256 rows and 8192 columns), the yield of a 16-MB memory
bank is improved to 99.994% with 0.01% area overhead.

The failure rate of read disturbance is close to zero when
short read pulse (< 2ns) and low read voltage (0.48V on
VC-MTJs, and 0.15V on STT-MTJs) are used [24]. We have
simulated the read disturbance of MeRAM and STT-RAM
as functions of read voltage with the precision of 10−9

using the CUDA LLG-based model and extrapolated the read
disturbance to our read voltage using polynomial models as
shown in Fig. 14.

Error-correction-code (ECC) is a common technique to

TABLE VI: Write/read latency/energy for one write/read in a x8
16-MB STT-RAM and MeRAM banks. One write/read operates on
64 bits (72bits in memory banks for in-memory ECC detection and
correction) in a row in burst mode.

Memory Write Read Arealatency energy latency energy
MeRAM 9.4 ns 271.0 pJ 5.0 ns 210.3 pJ 9.5 mm2

STT-RAM 17.2 ns 831.7 pJ 11.9 ns 293.2 pJ 17.0 mm2

protect memory from memory errors. We use MEMRES (a fast
system-level memory reliability simulator) [71] to simulate
and analyze the impact of MRAM introduced failures on an 8-
GB memory. The memory is comprised of 512 16-MB banks
and is protected by in-memory ECC (SECDED) (i.e., locates
in memory banks) and in-controller SECDED/Chipkill (i.e.,
locates in memory controller) [72, 73]. MRAM introduced
failures (listed in Table V) are included in MEMRES sim-
ulations in addition to typical memory logic-circuit induced
failures (e.g., bank failure, row failure, column failure, and
etc.[71]). Based on simulated results, the probability that
MRAM introduced failures cause an ECC uncorrectable error
in an 8-GB memory is < 0.0001% for 5-year operating time
(i.e., no such error is found in 10,000,000 5-year memory
reliability simulations), indicating that traditional ECC designs
are strong enough to handle failures in MeRAM and STT-
RAM with PWSA multi-write design.

C. Latency, Energy, and Area of a 16-MB MRAM Bank

In order to include the energy and latency of ECC designs, we
compare STT-RAM and MeRAM in memory-bank level. With
inputs of MTJ cell area (see Table II) and bit-line write/read
latency/energy (see Table IV), we use NVSIM [74] to obtain
the area, energy, and latency of a 16-MB STT-RAM bank and a
16-MB MeRAM bank. In-controller ECC commonly exists in
current server-class processors for DRAM error detection and
correction. In-memory ECC is a new technology, which correct
errors individually in memory banks. We only count the power
and latency of in-memory ECC in our STT-RAM and MeRAM
comparison, because in-memory ECC can correct all MRAM
introduced failures, and in-controller ECC is already used for
current memory technologies. The in-memory ECC detection
and correction latency are about 0.34ns and 4.4ns respectively
[75], and encoding latency is assumed to be 0.3ns (i.e., should
be little shorter than detection). The energy of encoding,
detection, and correction is below 1 pJ per access, which
are ignored compared to other memory components. The area
overhead of in-memory ECC is about 12.5%.

We summarize the area, latency, and energy of one access
to 16-MB STT-RAM and MeRAM banks in Table VI (every
access is 64 bits in burst mode). Benefited by the smaller
size of VC-MTJs, MeRAM has smaller bank area, shorter
interconnect, and smaller sized peripheral circuits, which turn
into less energy and shorter latency in the logic operations
like row decoding and MUX selection. The bank read latency
and energy are dominated by these logic operations, thus
MeRAM shows faster read speed and less read energy. For
write operation, VC-MTJs’ small cell size, shorter write pulse,
and less write energy jointly build the advantages of both write
energy and latency.
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VII. CONCLUSION

We comprehensively compare the two promising non-volatile
magnetic memory technologies, STT-RAM and MeRAM, in
the circuit context with respect to reliability, energy, speed,
area, and scalability. MeRAM has higher WER than STT-
RAM under process and temperature variation, but by utilizing
a multi-write design, both MRAMs are able to achieve an
acceptably low WER. With clear advantages of MTJ switching
delay and energy, MeRAM outperforms STT-RAM by 83% in
write speed, 67.4% in write energy, 138% in read speed, and
28.2% in read energy. In terms of density, VCMA allows to
use minimum sized access transistors, which helps MeRAM
to achieve twice the density of STT-RAM at 32nm node,
and the density advantage is expected to increase at smaller
nodes indicating that MeRAM has better density scalability.
With respect to challenge of technology scaling down, simply
shrinking dimension does not save energy and introduces
fabrication defects for both technologies; more effort should
be spent on discovering materials with higher polarization
efficiency.
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