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Changes in the manufacturing process parameters may creatg tiiations in a design, making it necessary to perform
an Engineering Change Order (ECO) to correct these probMfaaresent a framework to perform incremental gate sizing
for process changes late in the design cycle, and a methodateanitial designs that are robust to late process chaies
includes a method to measure and estimate ECO cost, and tootrantfese costs into linear programming optimization
problems. In the case of ECOs, on average, the method reduc@s&sTs by an average of 89% in changed area compared
to a leading commercial tool. Furthermore, the robust initedigns are, on average, 55% less likely to need redesige in th
future.
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1. INTRODUCTION

With the aggressive production schedules in the semicdodiredustry, the design of integrated
circuits runs concurrently with the development of the nfanturing process itself. As a result, the
exact manufacturing specifications change over the desigog Substantial changes in the specifi-
cation may cause timing infeasibility issues, which reguiingineering Change Orders, commonly
referred to as ECOs, to fix. As a tool for ECOs, gate sizing immonly used to incrementally
update designs, as it is generally less intrusive than tdiughe placement or performing buffer
insertion on the design, and can be more powerful than riexgptiie design.

The nature of the ECO depends on when the updated informatitves in the product’s devel-
opment cycle. If the information arrives before substdreizyineering time is spent, the product
may simply be redesigned. In contrast, if significant time been spent on the design, an ECO may
be used that affects a minimal fraction of the design. Wherwitiations are small, the design may
be fixed manually; when the violations are large, they mayesifusing CAD tools ifincremental
mode followed by manual tweaking to correct any remaining tigninolations. The design is then
verified using sign-off quality tools to verify the timingpwer, crosstalk, and design rules, with
more accuracy.

The change in the specifications can be substantial. Forgrarigure 1 shows an example
of process parameter change from April 2008 to March 2010afeommercial 45nm process.
The difference in these parameters is not negligible— thesistor off current {,g) increases by
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Fig. 1: Comparison of the 2008 and 2010 process specifiafmma commercial 45nm process.
The graph plots the percentage increase or decrease foakkeg parameters.
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Fig. 2: Changed area caused by an ECQ;. = 27um?, benchmark s38417 (left); ang,.. =
277um?, benchmark mult (right).

over 80%, and the gate capacitance increases by approximat&ly These two changes alone
would have a large impact, by increasing the leakage powavby80%, the dynamic power by
approximately10%, and the delay by approximately%. These are changes that may require
substantial modifications in the design to correct the deaigording to its specifications.

In this paper, we focus on late-design cycle ECOs when thegdsarrive after the design has
been placed and routed, but before it is sent for fabricafldre changes in parameters may also
result from retargeting a design to a different, but desige-compatible, processWe would like
to (1) minimize the impact of the ECO, while maintaining agimn that is reasonably optimal after
the process change is introduced, and (2) provide a methoobtlify designs to be robust against
late process changes. In this paper, these goals are aghigegiantifying the ECO cost in terms of
its area cost, and then approximating this relation as atifomof layout parameters. The resulting
model is fed into an optimization loop which minimizes the &@€ost and power while meeting
the timing constraints. In comparison to the prior work ifL.and Gupta 2010], an improved ECO

ISuch multi-foundry sourcing is fairly common for large-volumesyns.
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area metric and a simplified version of the algorithm is pnése in this paper, which has improved
performance, and faster runtimes.

2. ECO COST

Research on ECO and incremental algorithms has focusea@ditianal costs such as wire-length,
timing closure, and the number of changed nets (see for eleg@pen et al. 2007; Dutt and Arslan
2006; Roy and Markov 2007]); however, they are too generdletaised to distinguish between
timing-feasible solutions with very similar power, but yetfifferent implementation cost.

In practice, the ECO cost is determined by the amount of timengineering work time and in
tool hours, that is required to perform the ECO. This is theetis spent in checking and correcting:
(1) timing errors, (2) problems with the layout, and (3) eating design rule problems. Note that in
modern designs and especially system-on-a-chip (SoCyniesh large fraction of this verification
may be manual.

As a measure of ECO that correlates to the costs in (1)-(3pppeoximate these costs using an
ECO area metrig;,,., that is the amount of layout area changed by the ECO. Thésisimmputed
over all layers of the design, and includes the amount of @ia,an;m? that has been affected by:

— Cell resizing, movement or deletion
— Routing additions and deletions (interconnect and vias).

In this paper, these changes are measured using a comnteotidlat compares the layout before
and after the ECO change, and generates a list of gate chandesovements, and routing modifi-
cations. Next, a map of the changed die area is created, amdglons that are affected by the ECO
(as in Figure 2) are marked. After all ECO changes are coreiléhe marked regions are added
to produce the ECO area cost. The area ECO egst.] is difficult to quantify without performing
the ECO itself. These changes are the result of a chaoti@utten between the incremental design
tool that is used and the current layout. However, thererdutive rules that can be considered. The
area cost is certainly related to the number of pins that areeh- each one of these pins require
re-routing and reconnection. The difficulty in reroutingdareconnecting these pins is also related
to the amount of free space in the routing layers above theltd also important to consider the
type of cell- some cells are tightly packed, which makesfftadilt to access the pins. These ideas
provide rules-of-thumb that designers can use to targetHG0 area designs.

For the purposes of guiding the optimization, we propose thatkto estimate the effects of
these rules-of-thumb on the ECO area costgs,) associated with changing a cell by performing
a quick legalization-like placement check. This method firgls amount of free space around the
current cell that is needed to accommodate the size chandeamputes the required movements
of the current cell and neighboring cells. This providegéhpieces of information that are used to
find the approximated(,,):

— my1: Number ofdislocatedpins
— my: Utilized area over pin bounding box (over all layers)
—mg3: The routing cost (from [Taghavi et al. 2010]).

The informationm, andms are related to the effects of this change on routing. #heare the
pins that are moved by the placement check, whose new andaddidnsdo not overlap This
measure is important because the change in location willire@ rerouting of the connections to
the pins, and ECO area cost. The utilized area over the pinding box (n.) is the area above
the pin bounding box, the box containing all of the dislodgténs, that is used by the metal layers

20ther metrics such as congestion, net bounding boxes, nunfilmranged cells, and the congestion on different metal
layers, were also considered for estimating... The three measures used in this paper, m2, andms provided the best
performance in terms of intuitive appeal, and accuracy.

Also note that the metrics used to estimate ECO cost {0 m3) differ from [Lee and Gupta 2010]. These improvements
reduce the average normalized error by 4%.

ACM Transactions on Embedded Computing Systems, Vol. 9, No. 4IAr89, Publication date: July 2012.



39:4 J. Lee and P. Gupta

G . G | 63 | G4 G5
A A

. %9 .

Fig. 3: ECO example to estimatg.... Gate G4 changes from INV size 1 to INV size 2, dislocating
cells G2 and G3. There are 6 pins that are moved by the changthénumber of dislocated pins,
my = 5, because pin G4/Z still overlaps with its old location.
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Fig. 4: Error histogram of the difference between the esttid&CO area valueg.{.,) and the
actual ECO area values,(.,) for 644 data points over the benchmark s35932.

for routing. Intuitively, larger values ofi; indicate that it will be more difficult to reroute the,
dislocated pins, as the available space for routing is lesulting in larger ECO costs.

The costms is a measure of the routability of a library cell called tedl cost[Taghavi et al.
2010], and is defined as:

[Cell Cost = [#of ping + ) 2~ &™) 1)
Vpinsi
1 [Area of the Bounding Box of pins i, j
— (2— 30 }
I

Vvpins: Vpinsj #i

In the above@ is the minimum cell pin width. The total cost; is then the sum of the cell costs for
all moved or re-sized cells. These parameters are then ngkd linear modek;,,.., that estimates
the true area cost @ye. = >0, aim; + b.

A sample of 644 ECO operations over the benchmark s35932@todit the model, and a least-
squares fit of the coefficients is made. Each sample operation consists of changing thefsire
gate, and recording the ECO cost, along with the values,0fThe model parameters are:

a = 0.183um2/pin ax=4.721 a3=0.123 b= O.835Mm2.
The quality of the fit is shown in Figure 4, which shows the efioetween the estimatg,., and
actualc,,.,. We shall see in Section 3.1 and in Tables Il that the fidetithigh; minimizing the
estimate’,,., is effective in minimizing the actual ECO area cost.

We can use this information to estimate the cost of changjiegize of a given cell. For example,
consider the case in Figure 3. A quick placement check is tiofied the values ofiny to ms. With
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the valuem; = 5 (and assumingn, = 0.25 andms = 0.5) the expression gives the estimate of
2.99um?.

These estimates are used to guide the ECO process. Gatewgested areas will result in large
estimated ECO costs, as changing the gate will move manjbeitng cells (resulting in large
values form, andmg), and require re-routing in a congested area). Relying on changes with
small ECO cost will help to make changes where free spacglsdnd congestion is low.

3. SOLVING THE REDESIGN PROBLEM

Incorporating the ECO cost into the Linear Programming ga&ting framework in [Chinnery and
Keutzer 2005] results in:

minimize »_, ; (€ + VYPik)Yik

subject to t; + dio + Y dikyir < tj, Vj € fo(i)
ti S Tmax7 Vi € pPo (2)
Zk Yik < 1, Vi
0 < Yik < 13

which is applied iteratively. The variables are:

yir: Assignment variable of gateto sizek

e;,- ECO area cost estimate foy;

t;: Arrival time for gatei | d;o: Current delay for gate
0;1: A delay fory; pir: A power fory;

We denote this algorithm LPECO-S,simplified version of the LPECO from [Lee and Gupta
2010], that minimizes a weighted objective of power and E@§L.CThe variables;, d;o andd;; are
related to the timing of the design, and they propagate thigahtimes down the graph to enforce
setup time constraintsyy = .05, and is a factor used to consider the power, helping to brieak t
between gates with similar ECO costs. In contrast to [Chiyiaed Keutzer 2005], to account for
the downstream delays due to slew effects, the negativegehiarthe slack is used as;, in place
of the actual delay change. Also, in contrast to [Lee and &2 0], the restriction preventing
neighboring gates to change is dropped.

The variabley;;, is an assignment variable thatliswvhen gatei is sizek in the solution, and
0 otherwise; the sum}_, v, (for each i) is restricted to be less than or equal tto prevent to
assignment of a gate to multiple sizes. Note that for a givéinall ;. = 0, the current gate size
is kept and not changed. Theg, is the estimated ECO cost relatedit@, if it were performed one
gate at a time. The entire ECO cost is estimated by using therg#ion that the ECO costs are
additive.

As the number of gate sizing candidates is very large, weicette search to the gates that have
negative slack, and the moves that improve slack &g< 0). This means that the size of the
problem is dominated by the number of possible moves, antheatize of the circuit. Furthermore,
to consider the effect of fan-out load, gates are also censitif they are a fan-out of a critical
gate. Fan-ins can also be considered to account for slewtgtfet we ignore them in our current
experiments as they have little effect on delay for our bemetks. Problem (2) may be infeasible
when a large number of gate sizings is required to make thigrdéming-feasible. In these cases,
the slack must be maximized iteratively, by solving (2) with.. as the objective.

Also, when the solution to (2) has indeterminate assignmeng. they;, may be greater than 0,
but less than 1, the gates are assigned using the same ety assignment algorithm as in [Lee
and Gupta 2010]. In this method, alternate cell options aresiclered that can provide the same
slack improvement with less power and ECO cost.

3This formulation can also consider hold time constraints ljimgla second set of timing variables, denoting the earliest a
rival time for each gate. Also that design rules such as masitian and max capacitance can be handled in this formulation,
by removing the assignments that violate these rules.
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Table I: Benchmark Information for the nominal process

70% Congestion 90% Congestion
cells delay | power | diearea|| cells delay | power | die area
ns] | [pW] | [pm?] [ns] | [pW] | [pm?]
c2670 912 0.589 8.0 1175 887 0.619 7.5 916

€3540 1538 | 1.118 10.1 1987 1423 | 1.053 12.6 1549
c5315 2038 | 1.046 14.5 2716 1899 | 0.973 16.4 2111
c6288 3451 | 2.290 23.7 3862 3128 | 2.226 22.8 2998
c7552 3029 | 0.925 25.7 3637 2773 | 0.957 23.1 2825
513207 1183 | 0.612 22.8 3620 1083 | 0.618 22.6 2815
s35932 || 10570 | 3.054 | 1445 23040 9842 | 4.899 | 136.9 17916
s38417 8820 | 1.793 | 133.0 21674 7744 | 1.740 | 129.7 16861
s38584 7908 | 4.366 | 103.7 16886 7131 | 2.946 98.8 13143
s5378 1286 | 0.923 14.2 2370 1052 | 0.881 135 1843
alu 13978 | 3.721 74.0 16242 12022 | 3.751 69.2 12640
mult 49141 | 6.095 | 558.2 54091 46701 | 7.324 | 401.3 42059

3.1. Experimental Results

This algorithm is tested on the ISCAS ‘85 and ‘89 benchmaak84-bit multiplier, and the Open
Cores ALU [OPE ]. These benchmarks are synthesized to thg&l@a5nm Library [NAN ], and
placed, routed and optimizédn different sized dies to provide 70% and 90% congestion and
experiment on the effects of congestion and free space daGla& Table | gives information about
these benchmarks for the nominal process parameters.

The library is then adjusted for the following parameter rdpes, using the Liberty NCX
tool[Synopsys 2010]

v¢: NMOS -10%, pmos -5% tox: NMOS +5%, pmos -5%

Cgate: NMOS +10%, pmos +10% l.¢: NMos +5%, pmos +5%.

These changes are derived from a two year change in a conahégeim process as in [Lee and
Gupta 2010], and they create a negative-slack timing vanahat is repaired using the algorithm
LPECO-S. For comparison, the algorithm is run without theledsts (LP No Eco Cost), and the
commercial design tool is also used to repair the timingatioh in thepost-routeéncremental mode
with the optimization effort set to high. The commercialltbas the ability to add buffers, on top
of sizing gates, and while this provides an advantage ov&Q®-S, we show that LPECO-S still
performs better. All timing and power data in this paper iagrated using this commercial design
tool.

The algorithm LPECO-S is implemented using C++ and the tiragramming solver in
MOSEK [MOSEK ApS ]. The ECO cost estimates are also prograthimeC++, and the final
ECO design is created using the commercial design tool.

Results are shown in Table Il. Thg... andp, represent the actual ECO area cost and leakage
power, respectively. The “iters” column gives the numbeit@fations that the LPECO-S algorithm
needs to find a timing-feasible solution. The slacks in thxetare computed after the parameter
changes. In all of the cases, the algorithm LPECO-S is alfiada timing feasible solution, while
the commercial tool is unable to do so in 7 of the cases.

In the cases where both the LPECO-S and the commercial tabbfitiming feasible solution,
the LPECO-S provides significant reductions. On averageatea cost, .., improves by 93%; this
performance is affected by the congestion; while the imgnoent is 99% for the 70% congestion
benchmarks, it is 87% for the 90% congestion benchmaisis is due to the fact that it is more
difficult to predict ECO area costs when the congestion ik bégd the interactions between neigh-
boring cells and interconnect increase. The differenceoingy between the commercial solution

4Note that this is a newer version of the tool used in [Lee angt&@010]. In comparison to the benchmarks in [Lee and
Gupta 2010], these benchmarks were more heavily optimizedtiuge a nominal design.

5Note that the difference in performance, compared to [Lee amuta52010], is due to the improvements in the performance
of the commerecial tool.
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Table II: Experimental Results comparing LPECO-S with themercial tool

70% Congestion
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LPECO-S Commercial LP (No ECO Cost)
slack ¢ Dinit slack Carea D1 iter slack Carea A 1 A slack Carea A D1 A iter
[ns] [(nW] hs] | [pm? | [pW] [ns] | [pm?] [nW] [ns] | [pm?] (nW]

€2670 -0.028 8.0 0.000 0.028 7.97 2 0.000 151 98% 8.0 0.1% || 0.001 | 12.55 100% 7.8 22% [ 1
€3540 -0.053 10.1 0.002 5.249 10.26 3 -0.022 | 16.17 * 10.7 * 0.006 | 17.36 70% 9.96 -2.9% | 3
c5315 -0.048 145 0.001 1.644 1451 4 -0.022 7.17 * 145 * 0.001 7.84 79% 14.29 -1.5% | 3
c6288 -0.113 23.7 0.000 4.596 23.87 2 -0.071 4.77 * 23.9 * 0.003 | 36.32 87% 22.69 -4.9% | 3
c7552 -0.045 25.7 0.005 1.506 25.72 4 -0.002 | 16.53 * 25.9 * 0.002 | 43.41 97% 24.85 -3.4% | 2
s13207 | -0.020 22.8 0.095 0.014 22.84 1 0.095 1.65 99% 22.8 0.0% || 0.095 0.01 0% 22.84 0.0% 1
s35932 | -0.094 144.5 0.119 0.015 14454 | 1 0.119 9.06 100% | 144.6 0.0% || 0.120 | 27.07 100% | 14431 -02%| 1
38417 | -0.088 133.0 0.051 0.015 133.05 | 1 0.051 4.04 100% | 133.1 0.0% || 0.051 0.01 0% 133.05 0.0% | 1
s38584 | -0.084 103.7 0.344 0.029 10369 | 1 0.344 19.93 100% | 103.8 0.1% || 0.004 | 31.42 100% | 103.26 -0.4%| 2
s5378 -0.038 14.2 0.050 0.013 14.21 1 0.050 1.15 99% 14.3 0.3% || 0.050 0.01 0% 14.21 0.0% 1
alu -0.139 73.9 0.015 0.013 73.95 1 0.015 6.13 100% | 74.0 0.1% || 0.015 0.01 0% 73.95 0.0% 1
mult -0.316 558.2 0.154 0.013 558.20 | 1 0.154 14.82 100% | 558.2 0.0% || 0.149 | 37.85 100% | 557.44 -0.1%| 4
AVG -0.089 1.8 99% 0.1% 61% -1.3% | 1.9
90% Congestion
c2670 -0.029 7.6 0.000 0.06 7.56 2 0.007 11.58 100% 7.7 1.4% [[ 0.006 17.5 100% 7.25 41% | 6
c3540 -0.057 12.6 0.000 5.130 12.68 5 -0.016 | 31.07 * 131 * 0.002 | 47.19 89% 11.98 -55%| 3
c5315 -0.047 16.4 0.001 0.070 16.44 2 -0.032 8.34 * 16.6 * 0.000 | 10.16 99% 16.21 -14% | 1
c6288 -0.106 22.4 0.004 8.295 23.07 4 -0.086 3.15 * 229 * 0.005 | 47.28 82% 21.33 -76%| 3
c7552 -0.040 23.2 0.013 2.636 23.15 2 0.010 9.82 73% 23.2 0.3% || 0.003 | 10.83 76% 22.94 -09% | 1
s13207 | -0.018 22.6 0.023 0.013 22.62 1 0.088 1.10 99% 22.6 0.0% || 0.023 0.01 0% 22.62 0.0% 1
s35932 | -0.309 136.9 0.069 0.015 13691 | 1 0.069 12.71 100% | 136.9 0.0% || 0.097 5.83 100% | 136.84 -0.1%| 2
s38417 | -0.069 129.8 0.029 0.073 129.72 | 5 0.029 15.20 100% | 129.8 0.1% || 0.029 0.07 0% 129.72 00% | 5
s38584 | -0.128 98.8 0.495 0.014 98.80 1 0.778 9.78 100% | 98.8 0.0% || 0.579 | 12.99 100% | 98.69 -01% | 1
s5378 -0.025 13.6 0.048 0.079 13.54 1 0.049 3.52 98% 13.6 0.1% || 0.031 0.01 -450% | 13.54 0.0% 1
alu -0.187 69.2 0.045 0.022 69.24 1 0.045 4.32 99% 69.3 0.1% || 0.045 0.46 95% 69.24 0.0% | 2
mult -0.028 401.3 0.350 | 372.359 | 401.31 | 1 0.348 427.3 13% | 401.4 0.0% || 0.035 | 277.1 -34% | 401.22 00% | 1
AVG -0.087 2.2 87% 0.2% 21% -1.6% | 2.3
*denotes infeasible designs
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and the LPECO-S solution is very small (.17%), indicatingttthe ECO cost is needed to distin-
guish between solutions that are similar in power, but hafferdnt ECO implementation costs.

In the comparison with the ECO cost disabled (LP Without EGS3t; LPECO-S yields a sig-
nificantly better ECO area cost in the majority of cases. ;Wt8% and 90% congestion cases, the
area cost reduction was, on average, 61% and 21% respgcfivelre are a couple cases in the
90% where the LP Without ECO Cost performs better than the@®E; however, these are not
shortcomings of the algorithm, and have more to do with tlffecdlitly in predicting the ECO cost
at high congestion. In the s5378 case, the absolute differismegligible (.06m?), and in the mult
case, the algorithm is unable to predict the effects of imenetal routing; the LPECO-S changes
just one gate, from size 1 to size 2, while the LP Without ECZ8sP gates over an area with similar
routing utilization (n2). This difference is primarily due to routing changes, an@ icomment on
the difficulty of predicting routing changes.

The LP Without ECO Cost is able to improve the power of the giesly an average of 1.5%.
This is because the objective here is to fix the timing violatwith the greatest power benefit.
However, this is not ideal for the ECO case, as the focus isioimmal disturbance, and the greatest
power savings may result in larger ECO costs (e.g. ¢6288 3i¥gestion). Furthermore, the power
difference is negligible in the larger designs.

The runtime for this algorithm is dominated by the interféoen the commercial tool to LPECO,
which is needed to transfer timing information and gate eitg information. This sensitivity in-
formation is needed for any sizer, as the comparisons bete@mpeting gates must be made in the
process of optimization. Each iteration of LPECO-S takds/ben 6 and 280 seconds, while solv-
ing the linear program in LPECO-S takes between .02 to 2.dretcfor all benchmarks (excluding
Gupta 2010], which required up to 103 seconds. In comparisoming the LP (without the ECO
cost) takes between 1 and 71 seconds per iteration. Themeiofi the commercial tool is compara-
ble to the runtime needed to by the same commercial tool toperthe ECO, and ranges between
24 seconds and 23 minutes.

4. CREATING INITIAL DESIGNS

In some cases, there may be several target foundries thabentargeted for production, or there
may be uncertainty in the manufacturing process parameterse may be an idea of which pa-
rameters may fluctuate, and which parameters would be dmtreell in future. These situations
motivate the initial design problem, where an initial desig created that can tolerate future manu-
facturing process fluctuations.

We consider the following formulation of this problem. Sogp, as a starting point, we have an
original, optimized design that has undergone placemeshtrauting, and is timing-feasible in the
nominal case. The information on potential manufactupngeess changes in the form of corners,
scenarios, or samples. As designing for all possible casasts in an overly conservative design
with a large power, the goal of the initial design is: (1) tksulting design is timing feasible in the
nominal corner; (2) the difference between the power of tigiral design, %,,,..), and the power
of the new initial design is within a tolerangg and (3) the need for a future ECO is reduced.

As a heuristic to meet these goals, we propose the follovimegt programming problem to solve
the initial design problem:

minimize tpax
subject to >, ;. Pir¥ik < (B Pyoue)
ti+
M1 Sonso(din) + 32405 ya) < 15, Vi € fo(j)
ti S tmax7 Vi € po
Zk}yik‘ <1, V’L, 0< Yir < 1.

®)
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The meanings of the variablgsd andt are the same as in the LPECO-S formulation in (2)s the
total number of corners that are used, anig the index used for the corners, with= 0 denoting

the nominal corner. The superscrit refers to the corner associated with the deiég) or change

in deIayéE,Z). Cell options that are delay improving in the nominal prcx:@"{s,g) < 0) are considered
as candidate cell changes. This formulation is similar incept to [Boyd et al. 2005], where the
delay for each gate is converted to a statistical delay.idhse, the manufacturing uncertainty is
accounted for by adjusting the delay to be the average oeegitien scenarios. In contrast to (2)
where the power plays a role in the objective, in this forrtialait is used as a constraint.

Note that the input to the algorithm is a design that is tirdi@gsible in the nominal scenario.

Also, as in Section 3, only moves that are delay-improvinthennominal processSig) < 0), are
considered.

In the above, the variation information is assumed to be énfthm of V corners, scenarios or
samples. This flexible way to describe variations is usefuémvthe information on the manufac-
turing parameters is scarce; there may not be accuratébdisbns available for modeling future
variations. These corner-type specifications can thenritbesthe kinds of variations that the de-
signer would like to hedge against.

The algorithm (3) is similar to a statistical version of gdiaand. Given an amount of powgr
that the designer is willing to spend, the design maximikeserage slack over all of the scenarios
using gate sizing. In effect, thexpected slacks maximized to decrease the need for future ECO.
This algorithm is not applied iteratively and is run only enc

After (3) is solved, they;, are mapped to gate sizes by applying the methods in [Lee apthGu
2010]. The indeterminate assignments are remapped iftdessind the candidates are sorted by
sensitivity with values ofy;;, > 0.01 as eligible for change. The changes are made until the power
budget (e.g. the tolerangs) is met. Furthermore, each gate sizing is checked to enbatettdoes
not cause timing violations in the nominal process paramae#nd is skipped if timing violations
are created.

Note that this work is different from work in statistical gatizing. In this situation, the manufac-
turing process changes may be impossible to predict usstghiitions, and the power and timing
effects may be impossible to model statistically. This mdtprovides a method to create initial
designs with little statistical information, that are rebtio manufacturing process changes, and is
also simple enough to implement on top of current tools.

4.1. Experimental Results

This algorithm is tested on the benchmarks in Table I. Theufenturing process changes are
assumed to be random variables with zero-mean Gaussiaibudtigins, and the following standard
deviations:

Uth: 5%  tox: 2.5% Cyate 2.5%  lgare 2.5%.
The variations are the same across all gates (e.g. all stansihave the same increasevii tox,
Cyae@ndlgae). However, the variations between the PMOS and NMOS treorsifor thevy, andtoy
parameters are considered to be independent. This modebenpgssimistic, as more information
may be available, such as the direction of the variation.éx@mple, the foundry might give the
current and target PMO&;,, implying that the final value would be between the currerd the
target values.

10 samples (set 1) are randomly generated according to gébdtion above and are used in
the LPECO-ID algorithm. These samples, along with the nairnocess parameters, are used to
create the initial design. Aeparateset of 10 different independent samples (set 2) is generated
using the same distribution to evaluate the quality of th&CB-ID algorithm. The two sets of
samples are generated independently to simulate a reaissign condition. While a rough idea

SWhile ECO area costs can be added to this formulation, we firtdieamprovements are not significant, as improving the
slack and the future feasibility is the dominating effect.
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Fig. 5: Results comparing the feasibility of the originalsim, a modified design using /@&
guardband, and the Initial Design Method (ID). The Initiabdyn method improves the feasibility
substantially.

of the variations for the manufacturing process parameatexg be known, the actual values are
unavailable until after the initial design is set.

This initial design method (LPECO-ID) is implemented us®g+ and the linear programming
solver in MOSEK [MOSEK ApS ]. The ECO cost estimates are ateg@mmmed in C++, and the
final ECO design is created using the commercial design toa@dch of the manufacturing process
variations. As a comparison, the sagéudget is used to create a guardbah@B by maximizing
the slack in the nominal scenario.

The results in Figure 5 show that the LPECO-ID method draliyiceduces the need to perform
an ECO compared to the commercial tool. An ECO is needed Rt 4f the time 1D algorithm,
while it is needed 21% of the time with+GB, and 68% with the original design. In the s38417 70%
congestion case, th& GB performs slightly better, but this the only exceptiohisTshows that this
method is effective in hedging against future changes.

5. CONCLUSION

In this paper, we present the idea of ECO cost to quantify theumt of time that is needed to
validate an ECO operation. We then propose a novel methoggeidorming ECO gate sizing, and
give models for the ECO that can be incorporated into thenupétion procedure. This leads to
results that outperform a leading commercial design toakeitucing the amount of area that is
changed by the ECO by an average of 89%. In addition, a novisladdor creating initial designs
is presented that drastically reduces the probability shadesign is needed in the future, between
10% and 80%.
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