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ABSTRACT

With the use of sub-wavelength photolithography, some layouts can have low printability and, accordingly, low
yield due to the existence of bad patterns, even though they pass design rule checks. A reasonable approach is
to select some of the candidate bad patterns as “forbidden”. These are the ones with high yield-impact or low
routability-impact, and these are to be prohibited in the design phase. The rest of the candidate bad patterns
may be fixed in the post-route stage, in a best-effort manner. The process developers need to optimize the process
to be friendly to the patterns of high routability-impact. Hence, an evaluation method is required early in the
process, to assess the impact of forbidding layout patterns on routability. In this work, we propose Pattern-
driven Design Rule Evaluation (Pattern-DRE), which can be used to evaluate the importance of patterns for
the routability of the standard cells and, accordingly, select the set of bad patterns to forbid in the design. The
framework can also be used to compare restrictive patterning technologies (e.g. LELE, SADP, SAQP, SAOP).
Given a set of design rules and a set of forbidden patterns, Pattern-DRE generates a set of virtual standard
cells, then it finds the possible routing options for each cell, without using any of the forbidden patterns. Finally,
it reports the routability metrics. We present few studies that illustrate the use cases of the framework. The
first study compares LELE to SADP, by using a set of forbidden patterns that are allowed by LELE but not
by SADP. The second study investigates the area penalty as well as the SADP-compliance that we obtain if we
increase the minimum gate-to-Local-Interconnect spacing design rule.

Keywords: Design Rules, Manufacturability, Bad Patterns, Hot Spots, Design for Manufacturing, Design
Technology Co-optimization (DTCO), Layouts

1. INTRODUCTION

As the semiconductor industry continues to use sub-wavelength photolithography, new printability problems
arise. Some layouts can pass Design Rule Check (DRC), but will have “bad patterns”; patterns that have low
printability. There are two extreme candidate solutions to the bad patterns problem. The first solution is to
handle that problem in the design stage by prohibiting all candidate bad patterns from appearing in the design.
However, disallowing all those patterns can make the standard cell routability very hard, and this in return can
lead to a tremendous increase in the standard cell area. An alternative, but also extreme solution is to allow all
bad patterns in the design phase, and then later, after routing, try to legalize the layout in order to eliminate
those bad patterns. Yet, at this stage, it may be too late to fix all those patterns. Thus, a hybrid approach is
recommended where a set of “forbidden patterns” is disallowed in the design phase. Then later, after routing,
try to fix the remaining bad patterns, in a best-effort manner. As a result, we need to answer the question of
which patterns to select as “forbidden patterns”. A forbidden pattern needs to have high yield-impact or low
routability-impact. High yield-impact patterns can be identified by lithography simulation. Low routability-
impact patterns are those that, if forbidden in the design stage, the routability of the standard cells and the
design will not be drastically hurt. In other words, we can still route the design even with those patterns being
forbidden.

Another problem that is similar to the bad patterns problem is the emergence of restrictive patterning
technologies like Double Patterning (LELE and SADP), Triple Patterning, Quadruple Patterning, and beyond.
Each of those restrictive patterning technologies has some non-manufacturable patterns. An essential question
arises for foundries; which technology to adopt for the next node.



Thus, an evaluation method is required early in the process to assess the effect of prohibiting some forbidden
patterns on the routability. In this work, we propose Pattern-driven Design Rule Evaluation (Pattern-DRE),
which can be used to assess the sensitivity of the standard cell routability to the patterns and design rules and
can be used to compare restrictive patterning technologies from the point of view of standard cell routability. It
can also be used to count the occurrence of the undesired patterns as the design rules change. In addition, the
framework can also be used to guide the process development on the relative importance of the various patterns,
and accordingly indicate from a design perspective, the patterns that the process needs to be optimized for.
A high level overview of the framework is shown in Figure 1, where the framework uses a set of design rules,
candidate forbidden patterns, and the transistor-level netlists of the standard cells and then reports routability
metrics as output.

Figure 1: Overview of Pattern-DRE framework

1.1 Prior work

To the authors’ knowledge, this is the first attempt to systematically evaluate patterns along with design rules,
and study the sensitivity of routability to the patterns. In our previous work,1 we proposed DRE; a framework
for systematic evaluation of design rules, layout styles, and library architectures. However, DRE was not pattern-
aware, and hence we propose Pattern-DRE in this work. Since the use-context of our framework is related to
handling bad patterns (a.k.a “hotspots”) and comparing patterning technologies, we discuss the work that has
tackled both topics here.

Several works have addressed the problem of hotspot or pattern-aware design, i.e. using a correct-by-
construction approach. For example, ref. 1 used conservative rules to have correct-by-construction standard
cell layouts that are compatible with LELE and SADP, and performed a comparison study. However the conser-
vative rules used can waste a lot of area, and this can skew the results of the comparison between the patterning
technologies. In ref. 2, a lithography-aware router was proposed, which used a printability metric to guide the
router. Another approach was developed in ref. 3, which used routing path prediction, along with lithography
simulation and a hot spot prediction kernel to construct lithography-friendly routes.

As opposed to the correct-by-construction techniques, a lot of work focused on the detection and correction
of those bad patterns after the design stage. Several works4–11 used various techniques of Machine Learning or
fuzzy pattern matching to identify the hot spots in the design. Ref. 12 and ref. 13 advocated a flow that integrates
a pattern checker, a pattern fixer, and a router; such that the router completes its job, and then pattern check
and fix are performed if needed, and tentatively some routes are redone. Ref. 14 also used rip-up and re-route to
build a router that is RET (Resolution-Enhancement Techniques) - aware. Similar to the post-design hot spot
detection, ref. 15 proposed using –in addition to the design rule check– a pattern matcher to detect the short
range patterns that are incompatible with double patterning and apply fixes to them.

To explore design rules for Multiple Patterning technologies, ref. 16 used Machine Learning techniques to
predict the number of conflicts, which can be used to compare several sets of design rules. Ref. 17 suggested
optimizing the design rules for double patterning technologies in an iterative flow, where in each iteration: test



layouts are generated and decomposed, lithography simulation is performed, impact on the design is analyzed
and accordingly the design rules are optimized.

A lot of work focused on developing multiple patterning-aware routers, like LELE-aware routing,18–20 Triple
Patterning-aware routing,21 SADP and SAQP-aware routing.22,23

However, none of these works offered a pattern-centric design rule evaluation method, and this is the main
contribution of our work.

The rest of this paper is organized as follows: section 2 explains the flow of the framework and breaks down
each module used into detail, and it shows how Pattern-DRE can be used to make decisions about forbidden
patterns. In section 3, we show how we validated Pattern-DRE, and then we illustrate some studies that have
been performed using Pattern-DRE. Finally, we present the conclusions and future work in section 4.

2. PATTERN-DRE FLOW

In this section, we explain the flow of the Pattern-DRE framework, which is illustrated in Figure 2. The input
to Pattern-DRE is the set of design rules, transistor-level netlists for the standard cells, and a set of forbidden
patterns. Pattern-DRE generates a virtual standard cell library and studies the possible routing options for each
cell, while avoiding the given forbidden patterns. Routability metrics are reported by the framework at the end.
In addition, the count of all occurring patterns are reported at the end. In the following subsections, the details
of each block in the flow will be explained.

Figure 2: Flow of Pattern-DRE

2.1 Device-Layers Generator

Pattern-DRE first generates the essential device layers for the given standard cells. This includes building the
required transistors based on the given transistor-level netlists for the cells. We use the device-layers generator
of DRE.1 As part of the device-layers generation, the contact locations forming the nets are generated. The nets
along with their contact locations are used as inputs to the next module.

2.2 Routing Options Generator

This module mimics a router and tries to find possible ways in which the nets of each cell can be routed. Given
all the nets in the cell, the routing options generator generates a list of candidate wiring solutions for each cell.
Instead of of routing with a specific topology, we try to enumerate all possible routing options under a single
trunk Steiner tree24 topology type. The wiring solutions for each net are generated as presented in Ref. 16.
Starting with each net, the bounding box is determined according to the contact locations inside that net. If



Figure 3: An invalid routing option (on the left) because of a conflict between the routes of the nets and a valid
routing option (on the right)

the width or height of net bounding box lies below a certain threshold, then we expand the bounding box by a
few tracks, in order to allow detours for the net∗. In addition, if the bounding box is too skewed in a certain
direction, then having a single trunk steiner tree trunk along the short direction will lead to unnecessarily long
wire length, as shown in Ref. 16. The possible wiring solutions † for each net are constructed by placing the tree
trunk at each of the tracks within the bounding box, and then, constructing perpendicular branches from the
trunk to reach out to each contact. With all the wiring solutions for each net, we need to construct complete
routing options for each standard cell. Not all combinations will form valid routing options for the cell, because
some routes from different nets can cross/intersect. An example showing a possible conflict between routes of two
different nets is shown on the left in Figure 3 and another example showing a valid routing option is shown on
the right. After we discuss the pattern representation that we use, we will illustrate how the check for conflicts,
between wiring solutions of nets, is performed.

Layout and Tile/ Pattern Representation

The layout is represented as a 2D matrix of tiles. Each tile has two representations: segment representation and
node representation. The same representation is used for the tiles in the layout and the patterns, except that
the tile has fixed size (2x2 tracks), while the size of the patterns is specified as an input‡. All wiring is assumed
to be on-track and with a uniform width.

• Segment representation: Intersection of wiring tracks break themselves into segments, and the segment
representation encodes the presence/absence of a wire between the tracks in the opposite direction. The
rows and columns are then serialized as a binary string, and the equivalent decimal number is used as the
pattern segment representation. An example of the segment representation of a tile/pattern is shown in
Figure 4a, where the rows are read first from left to right followed by columns from bottom to top (first
segment occupies least significant bit). Then the equivalent number formed by the binary string is used
as the segment representation for the tile. The segment representation is required because it uniquely
identifies the pattern.

• Node Representation: A node is the intersection of a vertical and a horizontal track. So the node represen-
tation encodes whether or not each node is occupied (A node is occupied if any of its neighboring segments

∗In our experiments we used a threshold of one track and we expanded the bounding box to three tracks in such a
case.
†To avoid confusion, when we mention “wiring solution”, we are referring to a way to route the net, but when we say

“routing option” we are pointing to one way to route all the nets in the cell (i.e. a set of wiring solutions; one for each
net).
‡Currently the maximum allowed pattern size is 5x5 tracks.



is occupied.). An example for the node presentation is shown in Figure 4b. The node representation is
required for the conflict detection, which will be explained shortly.

(a) Segment representation. Columns and rows are
read off into a binary string (100011010000). Then,
the equivalent decimal number (2256) is used as the
segment representation.

(b) Node representation. The nodes
are serialized as a binary string
(1011). Then, the decimal equiva-
lent (11) is used as the node repre-
sentation.

Figure 4: Segment and Node Representations for Tile/Pattern

Conflict Checker

Two wiring solutions for two different nets are conflicting if their segments overlap or cross. These cases can be
checked by doing AND operation between the node representations of the routing options in each tile. If the
result of the AND operation is non-zero for any tile, then there is a conflict. The reason for doing the conflict
check on the node representation is that some conflict cases can not be detected on the segment representation.
For example a vertical and horizontal wire will not have any common segments but will have common nodes.
This is the case illustrated in Figure 5.

Figure 5: Checking conflicts between routing options of different nets by ANDing Node Representations

2.3 Forbidden Patterns Checker

The generated routing options are checked against the given set of forbidden patterns. A window is slid over
the layout with a track granularity, and the pattern of required size is formed starting at each row and column
combination. The tracks in the pattern are serialized and represented, as shown in Figure 4a, in order to do an
easy and fast comparison with the input forbidden patterns. If the routing option contains any of these patterns,
then it is discarded. For example, the routing option shown in Figure 6b will be discarded if the pattern in
Figure 6a is forbidden.

2.4 Routability Metrics

The output of the framework is the routability metrics. The framework reports the number of routable cells
and the total number of routing options. Both of these are indicative of the ease of routing the cell without
the forbidden patterns. The reason why we need the number of routing options may not be obvious. While
two sets of design rules can produce the same number of routable cells, they actually may not have the same
routability-impact. So if prohibiting a set of patterns drastically affects the number of routing options and only
leaves a few options, then this means that the set of forbidden patterns has high routability-impact. As a result
of eliminating a large number of routing options, there is low chance of a post-route fix for other patterns, that
were not forbidden in the design stage.

For example if we want to compare the two sets of forbidden patterns: set A and set B, then we run Pattern-
DRE twice, once for each set. If set A, as a set of forbidden patterns, leads to fewer number of routable cells,



(a) Forbidden Pattern
Example

(b) Matching a forbidden pattern in a routing option.
The routing option is drawn in blue, while the gray and
red boxes are two sliding windows.

Figure 6: Checking a Routing Option for Forbidden Patterns

then set A has a higher routability-impact. If both of them have same number of routable cells but set A leads
to fewer number of routing options, then this means that it has higher routability -impact then set B. The same
method can be used to study sensitivity of routability to specific patterns, where set A and set B will only differ
by two patterns (one in set A exchanged by the other in set B).

In addition, Pattern-DRE also reports the non-zero number of times each pattern occurs in the layout.

3. EXPERIMENTS

In this section, we first explain how the framework has been validated, then we present a few studies to present
two experiments to give examples of how the Pattern-DRE framework can be used.

3.1 Validation

To validate the framework, several benchmarking comparisons were performed. First the generated standard
cells were compared, in terms of area, to cells of Nangate open standard cell library,25 using same design rule
values. The average error in area between standard cells generated by DRE and those of Nangate was 2%.
To validate the routing options generator, the average wirelength of the cell routing options was compared to
the wirelength of a rectilinear Steiner minimal tree routing algorithm.26 On the average, our routing options
generator produced 12% higher wirelength, but it was 44x faster. For the pattern occurrences, we found that
the patterns that occupied 80% of Metal1 layer in Nangate layouts took up 73.4% of the Pattern-DRE Metal1
layer. Also the cosine similarity between the pattern counts vectors from Pattern-DRE and Nangate was 0.82.
To calculate the cosine similarity, we counted the number of times each pattern occurs across the tiles in the
Nangate cells§. From Pattern-DRE, we calculated the average number of pattern occurrences per routing option
for each cell, and summed that average count for all routable cells. Then we calculated the cosine similarity
between the pattern counts vectors from Nangate and Pattern-DRE.

These validation attempts show that the Pattern-DRE estimates are good enough in comparison to actual
layouts. In addition, Pattern-DRE is very fast, in comparison to any other evaluation method involving manual
design/tweaks; Pattern-DRE can process 92 cells in 40 minutes.

3.2 Litho-Etch-Litho-Etch (LELE) vs. Self Aligned Double Patterning (SADP)

In this experiment we performed a simple comparison between Litho-Etch-Litho-Etch (LELE) and Self-Aligned
Double Patterning (SADP) . It is known that SADP has less susceptibility to overlay error than LELE.27 To
make better use of the overlay advantage of SADP, we assume that the process does not allow the formation of
the side of the polygons using trim mask (which is subject to overlay error). Thus if we assume that the distance
between the corner of the stitched polygon and the tip on the same mask exceeds the minimum spacing, then
any small odd cycle between two tips and a side like the one shown in Figure 7 can be resolved in LELE by
introducing a stitch, but it can not be resolved in SADP where stitches are prohibited.

§We only used the Pattern-DRE-routable cells in the validation



Figure 7: An Odd cycle that can be resolved in LELE (if distance between the corner to corner after stitch
is greater than the spacing rule) by introducing a stitch, but can’t be resolved in SADP which does not allow
stitches.

To perform this experiment, we generated a list of 258 forbidden patterns. Each pattern has two columns
and two rows and needs a stitch to be resolved. Examples of such patterns are shown in Figure 8. All these
patterns are SADP-incompliant but LELE-compliant. Thus we conducted the SADP experiment using those
patterns as forbidden ones, but the LELE experiment is done without any forbidden patterns.

Figure 8: Three samples of the 258 forbidden patterns used to conduct the LELE vs. SADP Experiment. Each
of these patterns requires a stitch, so these patterns are assumed to be SADP-incompliant but LELE-compliant.

The experiment was performed with 22nm rules and planar CMOS transistors. In the results, we focused
on the 69 routable cells with the given design rules (out of the input 92 cells). The baseline scenario for this
experiment is the LELE case which doesn’t have any forbidden patterns. Results are shown in Table 1. The
reported columns are:

• Routable cells: number of cells which have one or more routing options

• Routing Options: total number of routing options for all cells

• Unique patterns: total number of distinct patterns that appear in the routing options of the cell layouts

• Pattern Instances: total number of instances of patterns that appear in the routing options of the cell
layouts

• Unique forbidden patterns: total number of distinct forbidden patterns (the SADP-incompliant patterns
in this example) that appear in the routing options of the cell layouts

• Forbidden pattern instances: total number of instances of forbidden patterns (the SADP-incompliant
patterns in this example) that appear in the routing options of the cell layouts

• Difference in routing options: the difference (as a percentage) between the number of routing options in
the current scenario and in the baseline scenario

The results show that while only one cell was changed from routable to unroutable after forbidding those patterns,
the number of routing options decreased by 11.6% (Table 1).

According to the experiment results and with this selection of forbidden patterns, we sacrifice one routable
cell but 11.7% of the routing options for the sake of the overlay advantage of SADP. However, we emphasize that



Routable Routing Unique Pattern Unique Forbidden Decrease
Cells Options Patterns Instances forbidden Pattern in Routing

patterns Instances Options
SADP 65 1036 372 68614 0 0 -11.68%
LELE 66 1173 404 77174 10 197 0%

Table 1: Comparison results of SADP (i.e. when the 2 tips and a side odd cycles are prohibited) and LELE
(when those odd cycles are not prohibited)

in order to make a proper decision, it is required to enumerate all SADP-incompliant patterns that are compliant
to LELE, and use them as forbidden patterns, then enumerate all LELE-incompliant patterns that are compliant
to SADP (if any), and compare the results of these two scenarios. These patterns strongly depend on the process,
and in our experiments, we only used the generated set for demonstration purposes. The generation of those
patterns can be performed by generating an enormous number of layout clips and running an LELE and an
SADP decomposer to find the problematic patterns that exist in one set and not in the other and feeding those
patterns as input to the framework as forbidden patterns.

3.3 Gate-to-Local-Interconnect Spacing with SADP compliance

In this study, we compare two sets of design rules, with different values of gate to Local Interconnect (LI) spacing
rule¶. The objective of the experiment is to evaluate how much area penalty and SADP-compliance we gain by
increasing gate to LI spacing rule. We ran three scenarios, each with different value for that rule. In all scenarios,
we assume an SADP process, and thus we use the same forbidden patterns as the ones we used in Section 3.2.
Results of this experiment are shown in Table 2. The experiment shows that with 19.7% increase in area, we
can have 6% more routable cells, and 50.7% increase in number of routing options.

Gate Routable Routing Unique Pattern Area Change Change
to LI Cells Options Patterns Instances (um2) in Routing in
(nm) Options (%) Area (%)
25 65 1036 372 68614 33 0 0
32 67 1342 369 87322 36.1 29.5% 9.4%
38 69 1559 334 116951 39.5 50.7% 19.7%

Table 2: Comparison results of two sets of design rules with a different minimum gate to contact spacing, for an
SADP process

4. CONCLUSION

In this paper, we introduced Pattern-DRE, a pattern-aware design rule evaluator. Pattern-DRE can be used
to optimize pattern-based design rules, identify important patterns which need to be focused on, by patterning
technology. It can also be used to compare restrictive patterning technologies. As an example, we used Pattern-
DRE to compare SADP and LELE.

In our future work, we want to integrate with a lithography simulator to consider the yield-severity of patterns.
In addition, we intend to use a more flexible routing options generator since the single trunk Steiner tree topology
is sometimes too restrictive in handling long nets.
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