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While sizing has been studied for over three decades, the absence of a common framework with which to compare methods has made progress difficult to measure. In this article, we compare popular sizing techniques in which gates are chosen from a discrete standard cell library and slew and interconnect effects are accounted for. The difference between sizing methods reduces from roughly 53% to 8% between best and worst case after slew propagation is taken into account. In our benchmarks, no one sizing technique consistently outperforms the others.
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1. INTRODUCTION

Sizing is widely used to tune design parameters (i.e., gate width, Vt) to meet timing, power, and signal integrity constraints. Compared to other optimization methods, such as placement and routing, sizing can help meet these constraints with minimal disturbance on the overall layout.

In library-based designs, the gate sizing problem amounts to choosing an appropriate size from the cell library for each of the gates in the design. This problem has been studied extensively; however, as the problem is NP-hard [Li 1994], optimality and progress have been difficult to show. A variety of approaches have been proposed to the sizing problem.

A rich literature [Fishburn and Dunlop 1985; Wei et al. 1999; Coudert 1997; Sirichotiyakul et al. 2002; Berkelaaar and Jess 1990; Srivastava 2003; Nguyen et al. 2003; Chinnery and Keutzer 2005; Liu and Hu 2009; Chen et al. 1999] covers the sizing framework for area and power optimization. Fishburn and Dunlop [1985], Wei et al. [1999], and Coudert [1997] apply a greedy heuristic to optimize the design subject to delay or area constraints. Sirichotiyakul et al. [2002] studies a sensitivity-based heuristic. The sizing problem has been formulated as a linear program (LP) problem [Berkelaar and Jess 1990; Srivastava 2003; Chinnery and Keutzer 2005]. Srivastava [2003] solves the problem as continuous optimization and discretizes the solutions. A
slack allocation-based linear program is employed in Nguyen et al. [2003]. Lagrangian relaxation (LR)-based optimization is proposed in Liu and Hu [2009] and Chen et al. [1999].


The difference in the delay model used in the literature is problematic, as it has a large impact on the overall performance of the methods. For instance, a comparison of the slew effects for gate sizing is shown in Section 3, plotting the performance of the two discrete sizing methods (LPS and LR) relative to the performance of a third method (the greedy method). The performance of the LPS and LR methods changes drastically due to slew effects, even under the same timing constraint. On average, the difference between these two methods relative to the greedy method reduces from 53% to 8% when slew propagation is added. We will analyze the rationale for this in Section 3 after we discuss the sizing methods.

Most work on sizing focuses on circuit-level optimization post-synthesis, and the effects in the physical design context have not been carefully addressed. Additional constraints must be made in this context: (1) the discrete gate sizes in a library-based design is the de facto standard; hence, the assumption of continuous sizes cannot be made; (2) interconnect contributes significant capacitive loading, creating a significant impact on the gate delays. The impact of interconnect on the overall design timing cannot be ignored, especially in nanometer designs. However, considerations related to incremental placement and routing (as in Lee and Gupta [2010]) are outside of the scope of this work, along with crosstalk, slew, and other noise violations.

In this article, we will compare popular discrete gate sizing methods implemented on a realistic static timing engine. We also propose a new incremental gate sizing heuristic which attempts to improve results of local sensitivity-based sizing heuristics. The article, is structured as follows. Section 2 discusses commonly employed sizing optimization techniques. We introduce a new incremental sizing framework in Section 2.4. Experimental results are discussed in Section 3, and we conclude our findings in Section 4.

2. DISCRETE GATE SIZING METHODOLOGIES

In this section, we discuss four widely studied gate sizing algorithms: greedy, linear programming-based slack allocation (LPS), linear programming-based assignment (LPA), and Lagrangian relaxation (LR).

2.1. Greedy Algorithm

The greedy algorithm is a heuristic that evaluates the most cost-effective solution at each stage of the optimization. Many gate sizing methods have been centered around the greedy heuristic and sensitivity-based greedy heuristic [Fishburn and Dunlop 1985; Coudert et al. 1996; Coudert 1997; Wei et al. 1999; Sirichotiyakul et al. 1999, 2002].

---

1The UCLA Timer is based on the open source OAGear timer and can be downloaded from http://nancoad.ee.ucla.edu. It supports netlists, libraries, and parasitics in standard formats; it does correct incremental timing analysis, including sequential elements, and it accounts for interconnect delay and slew propagation.
We implemented a greedy heuristic that optimizes leakage power based on a \( \Delta \text{Power}/\Delta \text{Delay} \) sensitivity function (as in Fishburn and Dunlop [1985]) that measures the power improvement per unit delay. As in Coudert [1997] and Gupta et al. [2005], the algorithm starts with a design that has substantial slack and trades gate delay for leakage power in order of decreasing sensitivity values. For each gate size change, an incremental static timing analysis is carried out to ensure that timing is met. This heuristic iterates until no further gate size changes are possible that would meet timing and improve power. The flow of the algorithm is as follows.

1. **Create Sensitivity List.** For each gate in the circuit, compute the sensitivity value \( \Delta \text{Power}/\Delta \text{Delay} \) with respect to each of the available library cells that are smaller than the current one.

2. **Evaluate.** For each sensitivity (in descending order), change the current gate to the new gate’s size. Perform incremental timing analysis and verify timing feasibility. If it does not meet timing constraints, revert the gate to its previous size.

3. **Update and Iterate.** After any sizing modification in the circuit, sensitivity values are updated for the immediate fan-ins and fan-outs of the modified gate. While the entire fan-out cone may be affected, only the immediate fan-ins and fan-outs are updated, as the performance improvements are small (see Table I for a comparison of the update method vs. the improvements). The evaluate phase loops through all power-improving moves until the list is exhausted. If any sizing changes were performed, the sensitivity list is updated to account for the new configuration. Otherwise, the heuristic terminates, as no further improvement is possible.

### 2.2. Linear Programming Slack Allocation and Assignment

The standard linear programming (LP) problem minimizes a linear function subject to linear equality and inequality constraints. LP has been widely studied for gate sizing and Vth assignment [Berkelaar and Jess 1990; Nguyen et al. 2003; Srivastava 2003; Chinnery and Keutzer 2005; Jeong et al. 2009].

The gate sizing technique in Nguyen et al. [2003] uses LP-based slack allocation (LPS). Similar to our greedy approach, a \( \Delta \text{Power}/\Delta \text{Delay} \) sensitivity value is assigned for each library size available from each gate in the circuit. Based on the power sensitivity value, the slack is allocated to each individual gate to minimize leakage power. It has the additional capability to consider the topology of the design and allocates more delay to those gates that are bottlenecks and common to multiple critical paths. In this comparative study, we implemented the slack allocation-based LP algorithm similar to that of Nguyen et al. [2003].

The technique in Chinnery and Keutzer [2005] uses LP-based assignment (LPA) to assign a library cell to a gate directly. In this formulation, each variable represents a decision as to whether a gate is assigned to a particular library cell. After the linear program is solved, if the assignment variable is \( \approx 1 \), the gate is assigned; the gate is not assigned otherwise.
2.3. Lagrangian Relaxation

Lagrangian relaxation is another mathematical programming-based method that has been adapted to solve the sizing problem [Chen et al. 1999; Liu and Hu 2009]. In this study, we implemented the Timing-Constrained Power Optimization in Liu and Hu [2009], which is a dynamic programming (DP)-guided Lagrangian relaxation heuristic.

This algorithm offers two main advantages over continuous Lagrangian-based optimizations. (1) It is easily adapted to a lookup table timing model, which avoids inaccurate data fitting to a continuous timing model. (2) It does not need to snap the solution to a discrete size, which is a process that is prone to error.

In brief, the algorithm works by converting the timing-constrained power optimization problem into an unconstrained problem using Lagrange multipliers. This results in two subproblems: (1) the problem of minimizing the weighted sum of delay and power in Eq. (1),

\[
\begin{align*}
\text{minimize} & \quad \sum_{x \in G} p(x) + \sum_{j} \sum_{i \in \text{fanin}(j)} \lambda_{ij} D(x_j) \\
\text{subject to} & \quad X_{\text{min}} \leq x \leq X_{\text{max}}, \quad \forall n
\end{align*}
\]

and (2) the Lagrangian dual problem of updating the Lagrange multipliers (\(\lambda\)) to maximize the Lagrangian function.

2.4. Peephole

In this section, we present an incremental optimization method that can be used after and on top of any other sizing heuristic. This method focuses on optimizing portions of the design, which we call peepholes, which can further reduce the leakage power of an already optimized design.

Definition 1. A peephole is a collection of a given gate (the root) and an arbitrary collection of its fan-outs.

In this work we focus on a particular type of peephole.

Definition 2. An \(n^{\text{th}}\) degree peephole consists of the peephole formed by the root and all fan-outs that have a minimum distance of at least \(n\) levels from the root.

Note that the \(n^{\text{th}}\) degree peephole excludes gates that are less than \(n\) levels from the root. For example, in Figure 1, the \(2^{\text{nd}}\) degree peephole is \(P = \{G1, G4, G5, G6\}\) and excludes gates \(P = \{G1, G2, G3\}\).

Peephole optimization focuses on upsizing the root gate to create slack, which is used downstream to downsize multiple gates. This improves leakage power by downsizing multiple gates at the expense of increasing the leakage power of the single root gate,
yielding a net leakage power improvement. This allows improvements in cases where it is not possible by modifying only a single gate.

2.4.1. Peephole Optimization Algorithm. In the peephole algorithm, all peepholes for a given circuit are stored in a list $L$. Unnecessary peepholes are pruned before evaluation, and the method evaluates the remaining peepholes. The method relies on two main routines, pruning and evaluation.

—Prune (Peephole Selection). The total number of peepholes (of all degrees) in a circuit is prohibitively large, and (1) pruning is necessary to manage runtime, as no significant improvement is obtained with fan-outs higher than 3rd degree; (2) peepholes with root nodes at maximum size are removed; and (3) peepholes with roots that have all fan-outs at minimum size are also removed.

—Evaluate. Check if a peephole $P(r, j)$ yields leakage power improvement without violating timing. In a peephole, the combination with the largest net power improvement is chosen.

After peephole optimization ends, excessive slack is leftover. The sensitivity-based greedy heuristic is applied after peephole optimization to take advantage of the slacks.

3. EXPERIMENTAL SETUP AND RESULTS

All heuristics are implemented in C++ using the OpenAccess API\textsuperscript{2} and run on a server with eight Intel\textsuperscript{3} Xeon processors running at 2GHz with 18GB of RAM. We used the UCLA_Timer [Mok 2011] (based on OAGEAR) for static timing analysis (STA) and to verify the timing and power of the resulting designs. We tested the algorithms on ISCAS'85 [Hansen et al. 1999] and ITC’99 [Corno et al. 2000] benchmark circuits. All benchmark circuits are synthesized with a Cadence RTL Compiler.

The designs were optimized for leakage power and timing during synthesis with tightest delay target. We used Cadence SoC Encounter vb.2\textsuperscript{3} to place, route, and extract interconnect RC (.spef). The placed and routed benchmark circuits were then timing optimized using four optimization methods which were implemented on top of the UCLA_Timer.

\textsuperscript{3}http://cadence.com.
The target timing constraint is obtained at 30% between minimum delay and all gates with minimum size configuration. As the delay spread between minimum delay and minimum size is quite small (<200ps for 500ps designs), 30% is the right target delay to emphasize the difference between methods. The benchmark circuits were timing optimized using the Slack Minimization DP heuristic [Liu and Hu 2009] implemented with the UCLA Timer.

The benchmark circuits are synthesized to a Nangate 45nm and a commercial 65nm library (comm-lib). In the Nangate library, there are six sizes for inverters and buffers and three sizes for other standard cells. In the comm-lib, there are at least six sizes for all standard cells. In addition to gate sizing, we synthesized the circuits to different Vt (high, standard, and low) from the comm-lib to evaluate Vt assignment.

Slew effects have a significant impact on gate sizing for the LPS algorithm, as shown in Figure 3, where the results for the LPS and LR algorithms are shown relative to the performance of the greedy method. The results without slew correlate well with the results comparing LR and LPS in Liu and Hu [2009], which also does not account for slew. Though LPS is used to smartly distribute slacks, the allocation is not exact due to rough estimates of delay and sensitivities. Without slew effects, the initial slack allocation dominated the amount of power improvement possible, rendering no slack left for further iterations. On the other hand, when slew is propagated, LPS benefits from having multiple iterations to allocate slacks, and the difference between the methods is smaller.

The gate sizing results for the algorithms are plotted in Figure 4 for Nangate and comm-lib. The sizing results are plotted with respect to greedy heuristic results. Higher bars indicate a larger power improvement over greedy.

The results show that there is no algorithm that consistently provides good results. The performance varies between the ISCAS ’85 benchmarks and the ITC’99 benchmarks and also between the libraries. For the Nangate library, the methods perform similarly for the ISCAS ’85 benchmarks, and the greedy method fares the best for the ITC’99 benchmarks—approximately 16% better. For the commercial 65nm library with gate sizing, the LR method performs the best on average for the ISCAS ’85 benchmarks, with an average improvement of 3.2% over greedy; in the case of the ITC ’99 benchmarks, the methods all perform similarly. For the commercial 65nm library with

\footnote{Figure 2 shows how the delay constraint affects the performance. In these cases, the sizing heuristics perform worse on tighter timing constraints.}
Fig. 4. Gate Sizing results. *Note that the b18 LPA result for the ST library is omitted in gate sizing.
Vt assignment, the LPA method performed the best in the ISCAS ‘85 benchmarks, with an average improvement of 15.8%. Note that the Vt assignment provides a larger range in powers due to the exponential dependence of leakage power on the threshold voltage. In the corresponding ITC’99 benchmarks, the results were similar between all methods.

With regard to the Nangate gate sizing library, the resulting power is very close among all the algorithms except for ITC’99 benchmarks. In contrast, the comm-lib with gate sizing has significant differences for the ISCAS’85 benchmarks, but insignificant differences for the ITC’99 benchmarks. One explanation for this discrepancy is the small gate size set in the Nangate library. The difference in power results among the algorithms is much more pronounced in the Vt assignment library (between -9.1% to +13%, on average) than in the gate sizing libraries (between -3% to -0.6%, on average). LPA performed the best in many of the benchmarks for gate set in the library with exponential differences. On the other hand, the LR algorithm requires significant tuning of the Lagrangian multipliers in order to optimize the results, but there is not a single sweet spot that would optimize all the types of libraries we tested. The peephole method was only able to add 1%–5% on top of what greedy had optimized.

The runtime comparison is shown in Table II. Greedy and LR report similar runtimes. In a few cases, the greedy runtime lags behind LR on the ITC’99 benchmark. Greedy takes 40+ iterations to converge, while the LR reaches its target timing within 30 iterations, and the LPA is fixed to run for 20 iterations. The LPS and LPA algorithms have the worst runtimes among the four, which is due solely to its need to use many more calls to the timer. In LPS and LPA, the slack allocation is quite sensitive to the rough estimate of the delta delay value; hence, static timing analysis (STA) is carried out for the sensitivity computation. Also, after slack allocation, STA is triggered to search for the library gate assignment that fits the given allocated delay. However, triggering the STA was not necessary in greedy and LR, and the delay calculations can be approximated, resulting in significant speedups. The LPA algorithm is the slowest, and the b18 benchmark for the commercial 65nm library could not be run due to excessive runtimes.

Note that the implementations are not optimized for runtime and that optimization may improve these numbers. For example, a convergence plot is shown in Figure 5. Note that the greedy, LPA, and LPS methods start with timing-feasible designs, while the LR starts with a timing-infeasible design. The tail and the stopping criterion can be optimized to reduce runtime.

In terms of calls to the STA, the LPS, LPA, and LR algorithms have a complexity of \(O(N \cdot m)\) per iteration, and the greedy method has a complexity of \(O(N \cdot m \cdot q)\) per iteration, where \(N\) is the number of gates, \(m\) is the maximum number of gate sizes (or Vt options), and \(q\) is the maximum number of fanouts.\(^5\) These expressions explain why the runtimes for the commercial library sizing are greater than those of the Nangate and the Vt assignments (the number of options is much greater). However, it does not explain the runtime numbers between methods; most of these differences are due to factors not captured in complexity analysis.

4. CONCLUSION

Four distinct discrete sizing methods were compared using a common timer that employs table-based delay calculation. In this study, we find that certain algorithms do favor certain types of library sizing options. For instance, the LPA algorithm has much better results in Vt assignment compared to gate sizing. Likewise, the LR algorithm had much better results on average on the gate sizing benchmarks. On the larger ITC’99

\(^5\)The number of iterations is insensitive to the number of gates.
Table II. Runtime Comparison

<table>
<thead>
<tr>
<th>design</th>
<th>Nangate (45nm)</th>
<th>comm-lib (65nm)</th>
<th>VI Assignment comm-lib (65nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of</td>
<td>Runtime (s)</td>
<td>No. of</td>
</tr>
<tr>
<td></td>
<td>Gates</td>
<td>Greedy</td>
<td>LPS</td>
</tr>
<tr>
<td>c1355</td>
<td>601</td>
<td>18</td>
<td>241</td>
</tr>
<tr>
<td>c1908</td>
<td>549</td>
<td>12</td>
<td>221</td>
</tr>
<tr>
<td>c3540</td>
<td>1096</td>
<td>43</td>
<td>931</td>
</tr>
<tr>
<td>c5315</td>
<td>1237</td>
<td>28</td>
<td>580</td>
</tr>
<tr>
<td>c6288</td>
<td>3342</td>
<td>439</td>
<td>8622</td>
</tr>
<tr>
<td>b15</td>
<td>7833</td>
<td>383</td>
<td>11274</td>
</tr>
<tr>
<td>b17</td>
<td>26555</td>
<td>2088</td>
<td>74705</td>
</tr>
<tr>
<td>b18</td>
<td>64584</td>
<td>5856</td>
<td>174882</td>
</tr>
</tbody>
</table>
benchmarks with the small set of gate sizes on Nangate Lib, the LPS, LPA, and LR did not perform as well as greedy. We find that no algorithm consistently leads to better results in general. In our implementations, greedy sizing was much faster on average than other methods, which indicates that sensitivity-based sizing may be a good choice for most applications.

Though we have not shown significant improvement with our peephole method, incremental gate sizing has not been studied in the literature, and it opens many interesting areas of research for late-stage optimization.
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