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ABSTRACT

Hardware reliability has been a major concern for nano-scale computing systems. Different hardware design choices, application workloads and software management schemes can jointly affect the system’s resilience. In this paper, we first develop a hardware evaluation platform based on an embedded/mobile development board and standard Linux kernel. We demonstrate the use of our platform to evaluate the system’s power and radiation-induced soft error rate in presence of system power management schemes and with different application workloads and various hardware design configurations. We also propose system/cloud-based virtual sensing to capture varying ambient conditions for reliability evaluation. New reliability management policies are proposed and implemented in Linux kernel to exploit the flexibility in different existing power management schemes. We demonstrate that our policies can achieve the system reliability target under varying application workloads and ambient conditions. Experiments show that our policies are efficient and with less than 3% additional power overhead compared to the optimal schemes characterized offline.
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1. INTRODUCTION

Hardware reliability has been a major concern for nano-scale computing systems. Different design-time hardware implementation choices and run-time software management schemes, though may not be specifically designed for reliability purposes, can significantly affect the system’s resilience. Therefore, it is necessary to analyze their effects under different application workloads and even exploit them to retain system resilience.

There can be two possible ways to implement system power management schemes to use system performance slack. Run-fast-then-stop (RFTS) completes the workload with nominal performance and then goes to certain sleep states for the remaining slack to reduce power. Just-in-time (JIT) tries to adjust the peak performance to elongate the runtime with lower power consumption. Both of them can be used to achieve power saving but can have different impacts on reliability.

There are two main questions to be answered:

• How are reliability-related phenomena affected by different power management mechanisms and hardware implementation choices?

• Can the system exploit different power management mechanisms to achieve its reliability target under varying ambient conditions and runtime workload?

In this work, we try to address the two issues in the context of radiation-induced soft error, as the hardware design choices and system power management schemes can jointly affect soft error rate (SER). For example, power gating, as one of RFTS schemes, can be implemented with or without state retention flip-flops (FFs) [16]. Power gating without retention FFs will dump its state into memory, which helps eliminate logic SER during gating. However, power gating with retention FFs will increase SER as FFs in retention mode are more vulnerable to soft errors.

Radiation-induced soft error also poses challenges of how to estimate SER, especially for mobile devices. It is difficult to monitor by hardware itself due to the unique ambient (i.e., location/altitude) dependence [14] and rare occurrence nature. The same type of device can be used by users living at different geographic locations. Even the same mobile device can be used at different locations over time. We observe that most mobile devices are typically equipped with various hardware sensors (barometers, GPS etc.) and Internet connection capabilities. Therefore, system-level or even cloud-based SER monitors can be implemented to capture the device location information and to assist the reliability management.

The key contributions of our work are the following:

• We implement a hardware evaluation platform based on BeagleBone Black development board and standard Linux kernel. We demonstrate the use of our platform for studying the system power and SER under different hardware design choices, application workloads and software management schemes.

• We propose a system/cloud-based virtual sensing approach to capture the varying location/altitude for SER estimate. This enables the reliability adaptation and management.

• We propose new reliability management policies to exploit the flexibility in existing Linux power management schemes. We show that our forbidden-state based
approaches are effective in achieving system reliability target with minimal power overhead compared to the optimal schemes characterized offline.

Previous work addressed either the hardware reliability modeling challenges [3, 11] or proposed new sophisticated power management algorithms [21, 25, 31]. They focused on a specific hardware model and did not consider the power and reliability impacts of wide varieties of hardware support for power management. Our evaluation platform focuses on studying the interactions between different hardware design choices and representative power management schemes in generic system software (i.e., Linux kernel). Our evaluation platform will be using the reliability models in some of the existing work. Our reliability management policies are proposed to exploit flexibility in different existing power management schemes rather than proposing new power management algorithms. Previous work [15, 18, 25] addressed the reliability management problem in the context of other reliability-related issues, including Negative-/Positive-biased Temperature Instability (N/PBTTI), Electromigration (EM), etc. Our framework can be extended to consider these reliability issues as well.

The rest of the paper is organized as follows: Section 2 introduces some background information about radiation-induced soft error, hardware support for power management and power management schemes in Linux kernel. Section 3 describes the development of our evaluation platform and some results of using the platform to assess the system power and SER. Section 4 presents our approaches and results of power state management policies for retaining system reliability targets. Section 5 concludes the paper.

2. BACKGROUND

2.1 Radiation-Induced Soft Error

Radiation-induced soft error is caused by alpha particles or neutrons hitting silicon and flipping circuit logic states. The actual failure rate or failure-in-time (FIT) rate depends on the technology [17, 26], circuit structure (e.g., logic gate structure, size) [11], operating points (e.g., supply voltage) [7] and ambient conditions (e.g., altitude) [14].

A model for calculating altitude-dependent SER is proposed in [14] as:

$$SER = \int \sigma(E) \cdot \left(\frac{d\phi}{dE}\right) dE$$

where $\sigma(E)$ is the bit fail cross section for particle energy $E$, $d\phi/dE$ is the fluence rate per unit energy, or differential flux. The main altitude dependence of $d\phi/dE$ is exponential attenuation based on the atmospheric depth $d$. This dependence can be represented as a factor $F_{\text{alt}}(d)$:

$$F_{\text{alt}}(d) = \exp\left(\frac{d_{\text{SL}} - d}{L_n}\right)$$

where $d_{\text{SL}}$ is the atmospheric depth at sea level, and $L_n$ is the effective attenuation length. This altitude-dependence model is reported with less than 5% error compared to measured data across different geographic locations [14]. In this work, we will use pre-characterized FIT rate data as baseline and apply the altitude dependence in Equation 2.

Various techniques have been proposed to detect and correct soft errors [19, 23, 24, 28]. Different architecture components can have different vulnerability to soft error [20], and the error propagation can become very complicated [8]. It is difficult to combine the SER of different components into one system failure rate. In this work, we assume that the system has two separate SER targets for the processor core and memory, since the factors we studied, such as supply voltage and location, affect the SER of either or both components. For core SER, only FF soft errors are considered, as combinational soft errors contribute a relatively small fraction [11]. The FFs include both architectural visible and non-visible (i.e., pipeline FFs, control FFs etc.) ones. For memory SER, we consider only soft errors in SRAM without ECC, as SRAM can be well-protected with ECC and physical interleaving.

2.2 Hardware Support for Power Management

Most power management mechanisms are supported by some special hardware design techniques or configurations. Different design choices can result in different management efficiency (e.g., power saving and switching latency) as well as hardware reliability.

One example is the design of on-chip power delivery network in support for voltage scaling. In a typical design, memory other than L1 cache is designed to operate at a constant voltage and thus on a separate memory power rail. There are two possible ways to connect the power supply of L1 cache. One common way is to connect it to the same power rail as the processor core. This design can avoid the voltage level converter between the processor core and L1, but will also limit the lowest supply voltage which is usually determined by the SRAM $V_{\text{min}}$. The other way is to connect L1 to the separate power rail. This allows more aggressive voltage scaling but requires level converter and results in longer delay and higher design overhead.

Another example is the implementation of state retention for power gating. As mentioned earlier, the state retention can be realized by either retention FFs or dumping architecture states into memory. An example of retention FF is plotted in Fig. 1 [16]. The retention part is powered by a different supply rail than the main master/slave latches.

![Figure 1: An example of state retention Flip-Flop](image)

Figure 1: An example of state retention Flip-Flop [16]. The retention part is powered by a different supply rail than the main master/slave latches.

2.3 Power Management in Linux Kernel

[Note: The content continues with more technical details about power management policies, resilience, and testing in the Linux kernel context.]
Different power management schemes can have substantially different impacts on SER. Previous work has proposed sophisticated scheduling and voltage scaling algorithms in the context of soft error for real-time systems [12, 21, 22, 27, 31]. However, most existing work does not consider the interactions between software management schemes and hardware implementation choices.

For evaluating hardware design choices, it is important to correctly account for the generic software system and workload behavior. In this work, we build our platform based on Linux kernel of version 3.12. The two power management schemes, JIT and RFTS, are implemented in Linux kernel as CPUFreq and CPUIdle modules respectively.

CPUFreq [9] (see left top of Fig. 4) is the module inside Linux kernel for CPU frequency scaling. Depending on the hardware driver and implementation, the supply voltage may or may not scale with the frequency, as voltage scaling does not need to be visible to the software. The CPUFreq policy is a data structure used to record information, such as current governor, operating frequency etc. The module is scheduled to run at a fixed period. At the beginning of each period, CPUFreq governor retrieves system utilization information from the kernel. Based on CPUFreq policy data and the frequency table, the governor will set a frequency target or range. An example state diagram of CPUFreq governor is shown in Fig. 2. The utilization threshold for state switching is configurable in Linux kernel. In this work, we use the default values of ondemand governor. Driver, which is the actual code talking to the hardware, will try to scale the frequency/voltage (i.e., P-states) to match the target specified by the governor. The actual change done by the driver will be updated to CPUFreq policy and broadcasted through a system notifier.

CPUIdle [10] (see Fig. 3) is the module to support multiple CPU idle levels inside Linux kernel. Different available idle states (i.e., C-states) are pre-characterized with their corresponding power consumption and exit latency. The idle state selection is based on target residency, which is the minimum idle time to achieve a net energy saving compared to a lighter idle state. At runtime, CPUIdle module is called when the system completes the tasks and enters the idle loop. The module generates an estimate of the expected residency (i.e., sleep time) based on next scheduled event and other history information like past interrupts. The governor will select the idle state whose target residency is the largest but is still not larger than the expected residency. Corresponding driver function is used to prepare and enter the selected idle state. Upon wake up, the module will recover the system state and record the actual residency time.

3. RELIABILITY EVALUATION OF POWER MANAGEMENT SCHEMES

An evaluation platform is essential for studying system reliability under system-level power management with various hardware configurations and software applications. Some key questions can be answered by experiments using such an evaluation platform, e.g., how will software management schemes in conjunction with hardware design choices affect system reliability, what is the worst-case workload for system reliability. In this section, we describe the implementation of the evaluation platform. The base platform is introduced in Section 3.1. The targeting hardware configurations and corresponding power and SER models are explained in Section 3.2. The platform customization is described in Section 3.3. Some experimental results on system reliability evaluation are presented in Section 3.4.

3.1 Base Platform for Reliability Evaluation

The hardware evaluation platform has to be general enough for targeting different hardware configurations as well as fast enough for running system software. Therefore, implementing actual hardware for each of the configuration is impractical and simulation-based approaches are not feasible. Emulation-based tools [29] can meet both the speed and flexibility requirements, but lack accurate time accounting for frequency scaling and entering/leaving idle states.

In this work, we build the platform based on BeagleBone Black [6] board, on which the kernel and software are running. Power, reliability and different power management latencies are emulated online with a customized kernel module or by inserting dummy busy loops. The power and reliability models are pre-characterized and treated as input for the kernel module.

BeagleBone Black board is based on AM335x ARM Cortex-A8 processor [4] with 45nm process technology. The processor has separate L1 32KB data cache and 32KB instruction cache. L2 cache is of 256KB. The software stack is based on TI SDK7 [5]. Linux kernel is of version 3.12 with support for both CPUIdle and CPUFreq modules. Software benchmarks are used to represent different workloads, including

---

[1] Latest version of the kernel deprecates this and requires the driver to set to the exact target frequency as specified.
Table 1: Table of different hardware implementations

<table>
<thead>
<tr>
<th>Case</th>
<th>Retention FF</th>
<th>L1 Rail</th>
<th>L1 ECC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>No</td>
<td>Same as core</td>
<td>No</td>
</tr>
<tr>
<td>Case II</td>
<td>No</td>
<td>Separate</td>
<td>No</td>
</tr>
<tr>
<td>Case III</td>
<td>Yes</td>
<td>Same as core</td>
<td>No</td>
</tr>
<tr>
<td>Case IV</td>
<td>No</td>
<td>Same as core</td>
<td>Yes</td>
</tr>
</tbody>
</table>

web browsing, MPEG 4 decoding, FFPlay [13] and 3D image rendering. We also implement a synthetic benchmark in order to study the system behaviors under different workload intensity.

3.2 Hardware Configuration and Modeling

As discussed in Section 2.2, different hardware configurations can have different impacts on reliability. The hardware evaluation platform will be used to emulate systems with these configurations. The design configurations to be explored include the use of retention FFs for power gating, whether L1 cache is under the same power rail as the processor, and whether L1 cache is protected with ECC. The hardware design configuration cases studied in this work are listed in Table 1.

Power and SER models for these configurations are essential for our evaluation platform. In this work, we derive the power and SER models based on a 45nm technology. We also use projected power and SER model for 28nm technology to study the impacts of technology scaling in Section 3.4.

BeagleBone Black is based on Cortex-A8 processor. Since we do not have the detailed design information, building the power and delay models at different supply voltages and idle states for the exact processor is not possible. In this work, the power and delay model is derived based on the synthesis, placement and routing results of a similar processor using commercial tools [1] with commercial 45nm process technology and libraries. The power and delay models should reflect the voltage-dependence of this process technology and libraries for mobile-class processors. As will be discussed later, the SER model is based on the FIT rate of individual elements (i.e., FFs and SRAM cells), which is independent of the processor model after normalization.

The power values are calculated using the same commercial tools [1] with the libraries. To model the power difference under voltage scaling, we also re-characterize the libraries at the supply voltages for all P-states in Table 2. The libraries include the retention FF cells, which are used to model the power when retention FFs are used. The power saving for clock gating (i.e., C2 state in Table 3) is derived by stripping off clock power. The memory power model is based on the memory compiler results for the same process technology. The memory compiler is configurable with options to include memory ECC and/or retention modes. The power difference is taken into account with respect to the corresponding targeting design configuration cases in Table 1. The power model projection for 28nm is done by repeat the same process with commercial 28nm technology and libraries, including memory compiler results.

As mentioned earlier in Section 2.1, it is difficult to model or compute the system failure rate based on SER of each individual component. So the processor core SER and memory SER are considered separately. In fact, even for individual component like processor core, the failure rate is extremely difficult to model due to masking effects at various levels, different visibility and vulnerability. However, the factors we are considering in this work, i.e., voltage and altitude, have similar effects on FFs or SRAM cells. Moreover, none of these factors will change the error propagation or behaviors other than increasing or decreasing the probability of getting bit-flips. In this work, we model SER of processor core or memory by the FIT rates of FFs or SRAM cells.

Sea-level processor core SER values are based on FIT rates in [11] for 45nm technology and only sequential elements (i.e., FFs) are considered. The core soft error rate is calculated based on the total number of FFs in the synthesized processor netlist. The SRAM SER values are also derived based on the results in [3, 11] and voltage dependence in [7]. The 28nm SER values are scaled based on the model in [7]. Altitude dependence of SER is modeled by Equation 1 based on the work in [14]. The parameters in Equation 1 are derived based on the design manual of the same 45nm technology.

3.3 Platform System Customization

The platform supports both CPUFreq and CPUIdle modules with five frequency levels and two idle states, Wait-For-Interrupt (WFI) and clock gating. To be able to evaluate more variety of power management schemes, two more idle states, including core power gating with and without memory retention mode, are added. Extra latency are emulated by inserting additional dummy busy loops. In this work, we use the ondemand CPUFreq governor.

A customized power/reliability bookkeeping module is developed for taking the system trace and keeping track of the system power and SER at runtime. The module structure is illustrated on the left bottom of Fig. 4. The module reads in the pre-characterized power and nominal SER model values for the processor core and cache. Based on these values and device location information, the module updates the system’s current power consumption and SER for normal running and each C-state. Any frequency change notifier or location update will trigger the module and recalculate the power/SER values. A logging thread is running at a fixed period to calculate and record the accumulated power and SER, based on the corresponding time spent in normal running and each C-state.

The information for supported P-states and C-states are summarized in Table 2 and Table 3. The frequency switching delay shown in the driver is 0.3ms, which makes the CPUFreq module run every 300ms. But our actual measurement shows much longer latency for frequency level switching, which is mainly caused by the low bandwidth I2C com-
Table 2: Table of different CPUFreq states spec used

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Voltage</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 MHz</td>
<td>0.90V</td>
<td>2.1ms</td>
</tr>
<tr>
<td>800 MHz</td>
<td>0.82V</td>
<td>2.1ms</td>
</tr>
<tr>
<td>720 MHz</td>
<td>0.80V</td>
<td>2.2ms</td>
</tr>
<tr>
<td>600 MHz</td>
<td>0.76V</td>
<td>2.2ms</td>
</tr>
<tr>
<td>300 MHz</td>
<td>0.72V</td>
<td>3.2ms</td>
</tr>
</tbody>
</table>

Table 3: Table of different CPUIdle states spec used

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
<th>Exit Latency</th>
<th>Target Residency</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>WFI</td>
<td>68us</td>
<td>150us</td>
</tr>
<tr>
<td>C2</td>
<td>clock gating</td>
<td>130us</td>
<td>200us</td>
</tr>
<tr>
<td>C3</td>
<td>core power gating</td>
<td>530us/1060us</td>
<td>800us/1450us</td>
</tr>
<tr>
<td>C4</td>
<td>core power gating with SRAM retention</td>
<td>650us/1180us</td>
<td>1000us/1550us</td>
</tr>
</tbody>
</table>

Since only frequency change need to be visible to software stack, we also implement a customized version of the driver that bypasses the voltage changes and only does the frequency scaling. This gives our platform the capabilities to emulate systems with fast frequency switching latencies.

3.4 Results of Reliability Evaluation

The experiments are done with the hardware evaluation platform based on BeagleBone Black board (see Fig. 5). The device is assumed to be operated at sea level. The reliability bookkeeping thread is configured to generate a log entry every 100ms to limit the interference and have enough resolution for tracking the states.

The results of different hardware configuration cases with our synthetic workload are plotted in Fig. 6. The synthetic workload is implemented as a busy-loop that is scheduled every 20ms. The busy-loop is configurable with a tunable number of iterations to load the system with different workload intensity. 100% workload intensity means the number of iterations in the busy-loop is fully loaded with no performance slack. 40% workload intensity means the number of iterations in the busy-loop is 40% of that for the 100% workload intensity case. For the case of cross-comparison, all results in this section are normalized with respect to the maximum power/SER values from Case I study, which is about or equivalent to 0.26W power, 200 FF FIT and 500 SRAM FIT for per mega cells.

In all cases, the power increases with increased workload intensity. This is expected as higher workload intensity imposes higher performance demand on the system, which results in higher voltage state and less idle time. For systems without L1 memory ECC, i.e., case I, II and III, memory SER decreases with increased workload intensity, due to less time spent in retention mode and lowered supply voltage levels.

An interesting observation is that for systems without retention FFs, i.e., case I, II and IV, core SER is non-monotonic with respect to the workload intensity. Peak core SER occurs at medium (around 40% - 50%) workload intensity, where system is operating at low voltage level and with little slack for going into deep idle states. This suggests the potential of preferring an RFTS power management approach to reduce SER. This motivates the reliability management policies proposed in Section 4. For system with retention FF, i.e., case III, core SER is significantly higher than other cases and peaks at low workload intensity regions, as the FFs in retention mode are more vulnerable to soft errors. A potential software solution to this can be implementing a virtual idle state with all or part of CPU states dumped to RAM even in presence of retention FFs. This idle state can be used for low workload intensity scenarios, where sleep/wake-up latency requirements may be relaxed but core SER is the highest.

To study the impact of technology, the experiments with synthetic workload is repeated with the projected 28nm power and SER models. The results are plotted in Fig. 7. The trend of power and SER changes is very similar to the results in Fig. 6. Similar to the results reported in [26], we observe reduced SER of sequential elements at smaller technology. This reduced SER is primarily due to the smaller FIT rate for each individual sequential element, as a result of shrunk diffusion area and increased driving strength per diffusion area. In reality, this result may be different considering that the design at smaller technology is likely to have more logic gates and larger memory capacity.
Table 4: Normalized power/core SER/memory SER results of different software benchmarks with different configuration cases at sea level

<table>
<thead>
<tr>
<th>Case</th>
<th>Web browsing</th>
<th>MPEG 4 decoding</th>
<th>FFPlay</th>
<th>3D image rendering</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.35/0.57/1.05</td>
<td>0.58/0.83/0.77</td>
<td>0.36/0.80/0.51</td>
<td>0.54/0.85/1.01</td>
</tr>
<tr>
<td>II</td>
<td>0.39/0.59/0.65</td>
<td>0.57/0.77/0.45</td>
<td>0.37/0.80/0.39</td>
<td>0.58/0.85/0.62</td>
</tr>
<tr>
<td>III</td>
<td>0.34/2.30/1.04</td>
<td>0.61/1.93/0.70</td>
<td>0.35/1.57/0.52</td>
<td>0.52/2.42/1.01</td>
</tr>
<tr>
<td>IV</td>
<td>0.34/0.55/0</td>
<td>0.55/0.86/0</td>
<td>0.33/0.76/0</td>
<td>0.52/0.83/0</td>
</tr>
</tbody>
</table>

Since different power management schemes can all achieve power saving but have different impacts on system reliability, they can potentially be used to retain the system reliability target if ambient condition (e.g., location) changes. As prerequisite of such adaptation, a system/cloud-based virtual SER sensing is proposed in Section 4.1.

As mentioned earlier in Section 3.2, we consider the processor core SER and memory SER separately. In this work, we assume the system has specific SER target for the processor core and memory in order to retain its mean-time-between-failure (MTBF). For a real system, error injection studies can be performed to derive the relationship between soft errors (i.e., bit flips) and system failures. Based on the desired system MTBF, the SER target can be calculated.

The SER target can be a static constraint, i.e., specification sheet target, which means that the instantaneous SER at any time should be kept smaller than it. We propose a forbidden-state based policy for such static constraints in Section 4.2. Since typical soft error MTBF can be of days to months, restricting the instantaneous SER may be too pessimistic and unnecessary. We also consider the case when the constraint is dynamic, i.e., the system’s overall SER within certain period should be kept smaller than the SER target. This period should be much shorter than the soft error MTBF (in days to months) but still significant longer than the power management operation time (in milliseconds). We propose a dynamic state enabling/disabling policy for such dynamic constraints in Section 4.3. Experiment results are described in Section 4.4. The effectiveness of our dynamic policy is evaluated in Section 4.5.

### 4.1 SER Estimation Mechanism

Soft error itself can result in different software/hardware symptoms and be detected by corresponding mechanism [28]. SER, however, is extremely difficult to measure or estimate due to soft error’s rare occurrence nature and unique ambient dependence. Direct measurement of the error occurrence such as measuring memory ECC [30] errors or checkpoint recovery events may be possible. But it will require huge memory size or extremely long measurement time, as the soft error rate are typically less than one per mega devices per month.

Our proposed mechanism is motivated by the fact that most modern mobile devices are equipped with various types of sensors (e.g., GPS, barometer) and network connection capabilities. A system-level virtual altitude/location sensor can be implemented based on these sensors. SER estimation of current location can be made with altitude-dependence model [14] or a locally-stored look-up table. A cloud-based service can also be used to answer incoming queries of the measured flux rate data, solar activities and SER estimate from mobile devices with given location information.

In this work, we assume the system is equipped with the virtual altitude sensor. Whenever the virtual altitude sensor updates the altitude value, our reliability bookkeeping mod-
At any time $t$ the remaining SER budget, $SER_{budget}$, until the end of this period $t_{end}$ can be calculated as:

$$SER_{budget} = \frac{SER_{end} - SER_{acc}(t)}{t_{end} - t}$$

(4)

The policy will use $SER_{budget}$ instead of the actual SER target to determine which states should be enabled or disabled.

The overall structure of the state management module is kept the same with this dynamic policy. Only an update request mechanism is added to calculate $SER_{budget}$ on demand. Whenever the CPUFreq or CPUIdle module access the state table, a request is initiated to update current power management states. The state management module can also initiate a request for reliability bookkeeping module to update the SER values. Though we are working on a single-core platform, the module and policies are compatible for multi-core systems. For multi-core system, scheduling can also be a strong knob with techniques like workload aggregation or distribution in trading-off JIT vs. RFTS.

4.4 Experimental Evaluation of Reliability Management Policies

All experiments are run with the hardware evaluation platform described in Section 3. The dynamic policy is configured to account for overall SER over a period of one second, i.e., $T = 1s$ for Equation 3. The altitude values are fed to the system through a script. Corresponding SER values for processor core and memory are calculated based on the model in [14]. The reliability target is calculated based on each hardware configuration's worst SER states at an altitude of 2000m. In this section, if not otherwise mentioned, we report the maximum accumulative SER value over the period of one second and normalize it with respect to the SER targets, i.e., an SER value 1 means we are right at the SER target.

The implementation of the policies is verified by the reliability bookkeeping module. Both the static policy and dynamic policies can effectively control the SER with increasing altitude value. Some of the results with dynamic policies are plotted in Fig. 8, 9, 10, 11. For all benchmarks, our dynamic policy is able to retain both core SER and memory SER under the targets. In Fig. 8, the core SER reaches the target at around 2000m altitude, while the memory reach the target at 2500m altitude. The reason is that the worst-case workload patterns for core SER and memory SER are different (as suggested in Fig. 6). In Fig. 10, the core SER and memory SER are in the same pace because their dependence on workload is similar (see Fig. 6).

For all cases, the power overhead is small except for some large altitude cases. This is because extensive use of higher voltage states and shallower idle states are required once the gap between reference SER values and SER targets becomes large. This can also be explained with the limited dynamic range of SER in all possible power states. The study on the effectiveness of our dynamic policy against optimal power
The other way to study the policy behavior is to analyze how different power states are enabled/disabled. An example of web browsing benchmark is shown in Fig. 12. A free-running trace at sea level (see Fig. 12(a)) is used as a baseline for comparison. For case I at 2500m altitude (see Fig. 12(b)), where memory SER dominates, the policy retain SER target by disabling low voltage states, resulting in entering higher frequency states at around \( t = 5s \) in Fig. 12(b). For case III at 2500 altitude (see Fig. 12(c)), where core SER dominates, the policy retain SER target by disabling deep sleep state so that the FFs spend less time in retention mode. This results in static frequency but varying SER (due to enabling/disabling the deepest idle state) at around \( t = 5s \) in Fig. 12(c).

The system performance is also evaluated through quality metrics such as runtime and frame miss rate. Since our policies only disable lower frequency levels or long exit latency idle states, system performance with our policies is always the same or better. The overhead of our reliability bookkeeping module and state management module is negligible compared to the latency involved in changing power states.

The small power overhead seen in the results is partly due to the fact that voltage scaling is not a strong knob for this technology. We also observe this from the generated libraries at different supply voltages. For other high sub-threshold swing devices like FinFET, the circuits may scale better with voltage and thus have different results.

4.5 Policy Effectiveness Evaluation

Our dynamic policy adopts a pessimistic approach by disabling all possible power states that will violate the reliability target if the states last for the entire remaining time, i.e., \( t_{end} - t \) in Equation 4. This can result in left-over SER budget and unnecessary power overhead. To study the effectiveness of our policies, we also implement a trace-recording module, which can be enabled to store the all power state switching information. With these traces, we can characterize the optimal power state selection scheme offline and compare with our policies. Since our purpose is evaluating the effectiveness of our policies rather than evaluating the built-in Linux governors, we will use the power states suggested by the Linux governors as baseline. Only the same or higher power states, i.e., higher voltage states or shallower idle states are considered so that we won’t have any performance impacts.

Considering the fact that P-state selection will change the idle time length and corresponding C-state selection contexts, we will implement two separate schemes for P-state and C-state selection.

To find the optimal C-state selection, we formulate the problem as an integer linear programming (ILP) problem as in Equation 5:

\[
\text{minimize: } \sum_{n=1}^{N} (T_n \times P_n \cdot S_n)
\]

subject to:

\[
\forall n : S_n \cdot 1 \geq 1
\]

\[
\sum_{n=1}^{N} (T_n \times R_n \cdot S_n) \leq K
\]

\[
\forall n : S_n \cdot L_n \leq 0
\]

\[
\forall n : S_n \geq 0
\]
the total number of C-state selections. \( T_n \) is the actual resident time for the C-state selection. Since we have four idle states here, \( P_n \) is a 4x1 vector corresponding to the power of each C-state. The power can be different for different \( n \) because the corresponding P-state can be different. \( S_n \) is selection vector, i.e., 4x1 integer vector for each C-state selection. The \( i \)-th entry in \( C_n \) equals 1 means the \( i \)-th C-state is selected. The first constraint ensures that one state is selected\(^3\). \( K \) is the SER budget for these idle time selection. The second constraint is to make sure that SER budget will not be exceeded. \( R_n \) is a 4x1 vector corresponding to the SER of each C-state. This SER can also be different for different \( n \) because of the corresponding P-state. \( L_n \) is a 4x1 vector representing the selection of built-in Linux governor. If the \( i \)-th C-state is selected by Linux governor, all entries including and after the \( i \)-th entry are 1 and 0 otherwise. So the third and fourth constraints are used to limit the available state selection.

For P-state selection, we will first calculate the total active time until next P-state switching time according to the operating frequency, then scale the idle time spent in each C-state accordingly. This actually is likely to be optimistic because the optimal scheme will prefer a lower voltage state compared to our policies, which can result in less active time within the scheduling ticks and thus entering more into the shallower idle states.

For each P-state, we can first compute the new active time and idle time of each C-state. The we can characterize the energy and SER impacts for all P-states. To find the optimal P-state selection, we can also formulate the problem as an Integer Linear Programming (ILP) problem in Equation 6.

\[
\begin{align*}
\text{minimize:} & \quad \sum_{m=1}^{M} (E_m \cdot S_m) \\
\text{subject to:} & \quad \forall \: m : S_m \cdot 1 \geq 1 \\
& \quad \sum_{m=1}^{M} (R_m \cdot S_m) \leq K \\
& \quad \forall \: m : S_m \cdot L_m \leq 0 \\
& \quad \forall \: m : S_m \geq 0
\end{align*}
\]

where \( m \) is the index for each P-state selection, \( M \) is the total number of P-state selections. Since we have five P-states, \( E_m \) and \( R_m \) are 5x1 vectors and corresponding to the pre-characterized energy and SER difference. Similar to C-state formulation, \( S_m \) is the 5x1 selection vector for P-states. \( K \) is the SER budget.

The formulated ILP problems are solved by LPsolve [2]. The comparison results for software benchmarks running at altitude of 3000m are summarized in Table 5. Over all cases, our dynamic policy is within 1.5% with the optimal P-state selection scheme and within 3% with the optimal C-state selection scheme. The difference is smaller for P-state because the overhead of selecting higher voltage state can be compensated by spending more time in idle state, i.e., JIT vs. RFTS. But selecting shallower idle state will not change the utilization and thus the P-state selection. This also supports our claim that different power management schemes (i.e., JIT and RFTS) can be exploited for achieving system reliability targets.

### Table 5: The additional power of running the benchmarks with our policies compared to the optimal P-state and C-state selection schemes

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>P-state optimal Mean</th>
<th>P-state optimal Max</th>
<th>C-state optimal Mean</th>
<th>C-state optimal Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web browsing</td>
<td>0.08%</td>
<td>0.42%</td>
<td>0.72%</td>
<td>2.18%</td>
</tr>
<tr>
<td>MPEG 4 decoding</td>
<td>0.14%</td>
<td>0.73%</td>
<td>0.63%</td>
<td>2.47%</td>
</tr>
<tr>
<td>FFPlay</td>
<td>0.18%</td>
<td>1.31%</td>
<td>0.58%</td>
<td>2.51%</td>
</tr>
<tr>
<td>3D Image rendering</td>
<td>0.14%</td>
<td>1.17%</td>
<td>0.53%</td>
<td>1.89%</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper, we developed a hardware evaluation platform to assess system reliability under different system power management schemes. We also propose a system/cloud-based virtual sensing for reliability evaluation. We propose two reliability management policies based on the already existing power management schemes. Experimental results with real life benchmarks show that our policy is effective and achieves system reliability target with minimal power overhead, compared to the optimal schemes characterized offline. Future work will try to include more reliability issues. The kernel module code is available for download at https://github.com/nanocad-lab/JIT-RFTS.
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